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Abstract

There is a great deal of buzz surrounding the Internet of Things (IoT), which is the notion, simply put, that nearly everything not currently connected to the Internet from gym shorts to streetlights soon will be. The rise of “smart products” such as Internet-enabled refrigerators and self-driving cars holds the promise to revolutionize business and society. To substantiate the coming wave, Samsung has announced that all of its products would be connected to the Internet by 2020. Yet it is an open question whether security can or will scale along with this increasingly crowded field, or whether a combination of perverse incentives, increasing complexity, new problems, and new impacts of old problems like “technical debt” amassing from products being rushed to market, will derail progress and exacerbate cyber insecurity. This Article investigates contemporary approaches to IoT security through an in-depth comparative case study focusing on the European Union and the United States. Particular attention is paid to the impact of the General Data Protection Regulation (GDPR) and the Network Information Security (NIS) Directive in the EU, and influence of the National Institute for Standards and Technology (NIST) Cybersecurity Framework, and other leading standards, on IoT security with a focus on mitigating the risk of politically motivated attacks. We analyze transatlantic reform proposals—including the U.S. Internet of Things (IoT) Cybersecurity Improvement Act of 2017 and the potential for a dedicated NIST Framework for IoT security given the international success of the NIST CSF—and argue for a polycentric approach to boosting IoT securing across both jurisdictions by applying lessons from major Internet governance debates.
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Introduction

In October 2016, a distributed denial of service (DDoS) attack by a vast collection of small, cheap Internet-connected devices, which collectively came to be known as the Mirai botnet, paralyzed Internet servers run by a tech firm called Dyn. That, in and of itself, might not have been newsworthy, but the results certainly were given that Dyn managed (and continues to operate) critical Internet infrastructure, access to a number of important Internet services was slowed or stopped for much of the eastern United States. The Mirai botnet was so successful, and noteworthy, because it took advantage of security vulnerabilities in the Internet of Things (IoT), which is the notion, simply put, that nearly everything not currently connected to the Internet from gym shorts to streetlights soon will be. Initially, some thought that the attack was politically motivated, but investigators determined that, in fact, it was not a shadowy group or nation state behind the botnet—they were three college students, trying to get an edge on the Minecraft computer game. “They didn’t realize the power they were unleashing,” according FBI agent Bill Walton. “This was the Manhattan Project.”

There is a great deal of buzz surrounding IoT devices. The rise of “smart products” such as Internet-enabled refrigerators and self-driving cars holds the promise to revolutionize business

---

* Chair, IU-Bloomington Cybersecurity Program; Director, Ostrom Workshop Program on Cybersecurity and Internet Governance; Associate Professor, Indiana University Kelley School of Business.
** Harvard University, retired
1 See Neena Kapur, The Rise of IoT Botnets, AM. SEC. PROJECT (Jan. 13, 2017), https://www.americansecurityproject.org/the-rise-of-iot-botnets/ (“A bot is defined as a computer or internet-connected device that is infected with malware and controlled by a central command-and-control (C2) server. A botnet is the term used for all devices controlled by the C2 server, and they can be used to carry out large scale distributed denial of service (DDoS) attacks against websites, resulting in an overload of traffic on the website that renders it unusable.”).
4 Id.
and society. But the vast majority of IoT devices are far smaller and cheaper—security cameras, baby monitors, kids toys and the like along with building controls, including light bulbs—"hungry silicon cockroaches" as Mike O'Dell, CTO of one of the first big Internet service providers put it. To substantiate the coming wave, Samsung has announced that all of its products would be connected to the Internet by 2020. Yet it is an open question whether security can or will scale along with this increasingly crowded field, or whether a combination of perverse incentives, increasing complexity, new problems, and new impacts of old problems like "technical debt" amassing from products being rushed to market, or simple ignorance of security fundamentals, will derail progress and exacerbate prevalent cyber insecurity.

The Mirai botnet episode highlights the complexities in managing the multi-faceted cyber threat facing the public and private sectors. IoT botnets are concerning given that they provide non-state actors—including cybercriminals, politically motivated hacktivists, kids playing around, and nation states—asymmetric capabilities that can be used to target intellectual property and critical infrastructure. An array of public-private partnerships—such as the National Institute for Standards and Technology (NIST) Cybersecurity Framework—efforts by civil society, such as the Consumer Reports Digital Standard, and national governments, such as the UK’s Cyber Essentials Plus Certificate, are all being pursued to help harden the Internet of Everything. But will they be enough?

---

8 This is an industry term for the legacy costs of rolling out new products without first improving security. The Technical Debt Community, http://www.ontechnicaldebt.com/ (last visited Aug. 6, 2015).
9 Jason Kornwitz, *Why Politically Motivated Cyberattacks Might be the New Normal*, PHYS.ORG (June 30, 2017), https://phys.org/news/2017-06-politically-cyberattacks.html (“[W]e’ll ‘certainly see more and more nation-state malware cropping up as cyberspace becomes more militarized as a way to achieve geopolitical goals.’")
This Article focuses on cybersecurity standards set by industry, national governments, and by international organizations, to make networks and network-connected devices more secure against the hackers in general and, in particular, against politically-motivated attacks by foreign governments or their proxies. We investigate contemporary approaches to IoT security through an in-depth comparative case study focusing on the European Union and the United States. Particular attention is paid to the impact of the General Data Protection Regulation (GDPR) and the Network Information Security (NIS) Directive in the EU, and influence of the National Institute for Standards and Technology (NIST) Cybersecurity Framework, and other leading standards, on IoT security with a focus on mitigating the risk of politically motivated attacks. We analyze transatlantic reform proposals—including the U.S. Internet of Things (IoT) Cybersecurity Improvement Act of 2017 and the potential for a dedicated NIST Framework for IoT security given the international success of the NIST CSF—and argue for a polycentric approach to boosting IoT securing across both jurisdictions by applying lessons from major Internet governance debates.

1. Welcome to the Internet of Everything

Although there are differing accounts as to the origin story of the term “Internet of Things,” most accounts point to Kevin Ashton coining it in the form of a title for a 1999 presentation for Proctor & Gamble.\textsuperscript{10} From those humble beginnings, which included a heavy emphasis on the applicability of Radio Frequency Identification (RFID) technology, which Ashton also had a hand in creating, has come a global effort to make our technology, businesses,
and even our bodies, smart.\textsuperscript{11} Wherever it came from, the term IoT today now enjoys widespread use in both technology and policy circles, as well as in popular culture.\textsuperscript{12} But, in fact, it includes a constellation of devices and technologies with built-in wireless connectivity that “\textit{can be monitored, controlled,[ and linked}”\textsuperscript{13} together, as is exemplified in Figure 1.

\textbf{Figure 1: Gartnet IoT ‘Hype Cycle’}

As more and more devices – not just computers and smartphones, but thermostats and baby monitors, wristwatches, lightbulbs, doorbells, and even devices implanted in our own bodies – are connected to the Internet, the growing scale of the threat from hackers can easily get lost in the excitement of lower costs and smarter tech.\textsuperscript{14} Indeed, smart devices, purchased for

\begin{itemize}
\item \textsuperscript{12} Jackie Fenn, Hung LeHong, \textit{Hype Cycle for Emerging Technologies}, GARTNER (July 28, 2011), https://www.gartner.com/doc/1754719/hype-cycle-emerging-technologies--.
\end{itemize}
their convenience, are increasingly being used by domestic abusers as a means to harass, monitor, and control their victims.\textsuperscript{15} Yet, for all the press that the IoT has received, it remains a topic little understood or appreciated by the public. One 2014 survey, for example, found that fully 87\% of respondents had never even heard of the “Internet of Things.”\textsuperscript{16} And for those who are in the trenches, it is not uncommon for ‘cyber fatigue’ to set in. Jim Lewis of the Center for Strategic and International Studies, for example, has said, “\textit{Right now we have a faith-based approach to cybersecurity, in that we pray every night that nothing bad will happen.}”\textsuperscript{17} In short, managing the growth of the Internet of Everything impacts a diverse set of interests: U.S. national and international security; the competitiveness of firms; global sustainable development; trust in democratic processes; and safeguarding civil rights and liberties in the digital age. How did we get here?

1.1 Historical Development

The notion of deploying, and leveraging the power of, smart devices began long before 1999. Such “intelligent” devices were envisioned even in the 1950s and 1960s. This trend continued during the creation of ARPANET, an undertaking that eventually became what we refer to as the Internet,\textsuperscript{18} under the heading of “pervasive computing.”\textsuperscript{19}

\footnotesize
\textsuperscript{18} Gil Press, \textit{A Very Short History of the Internet of Things}, FORBES (June 18, 2014), http://www.forbes.com/sites/gilpress/2014/06/18/a-very-short-history-of-the-internet-of-things/. ARPANET first existed as a closed four-node network, connecting computers at the University of California, Los Angeles; Stanford University; the University of California, Santa Barbara; and the University of Utah. Eventually, it linked with other networks, adopted a common set of design protocols called Transmission Control Protocol and the Internet Protocol (TCP/IP) that allowed diverse networks to talk to one another – giving rise to many security implications – and became the Internet. ANDREW W. MURRAY, \textit{THE REGULATION OF CYBERSPACE: CONTROL IN THE ONLINE ENVIRONMENT} 63 (2006).
\textsuperscript{19} Fenn & LeHong, \textit{supra} note 12.
For example, in the early 1980s researchers at Carnegie-Mellon University deployed sensors and switches in a vending machine allowing them to count the number of bottles present and check their temperature.\(^{20}\) Around the same time, students at MIT deployed a server that could tell you which bathrooms were available.\(^{21}\) By the 1990s, despite the rapid scaling of the Internet infrastructure, dial-up Internet connectivity with relatively slow connection speeds held back the growth of IoT applications.

The potential of IoT tech was arguably only realized since 2010,\(^{22}\) the result of the confluence of at least three factors: (1) the widespread availability of always-on high-speed Internet connectivity in many parts of the world; (2) faster computational capabilities permitting the real-time analysis of Big Data; and (3) economies of scale lowering the cost of sensors and chips to manufacturers.\(^{23}\) However, the rapid rollout of IoT technologies has not been accompanied by any mitigation of the array of technical vulnerabilities across these devices, which are introduced next.

### 1.2 Technical Vulnerabilities and Use Cases

As has often been observed, the Internet was not designed with security in mind.\(^{24}\) Access to the early ARPANET was restricted to government-funded researchers and, even after

---


\(^{21}\) https://news.ycombinator.com/item?id=7621384


more than a decade, less than a thousand computers were connected to it.\textsuperscript{25} With a limited and controlled set of users’ security was not considered an issue to be worried about. Thus, the underlying architecture and protocols of the Internet do not have security “built-in.”\textsuperscript{26}

Because the network does not provide any kind of security protection, security is left to the devices connected to the network. Too many Internet device or software vendors have been slow to understand that it is the vendor's job to provide security in the systems they sell. For example, it was not until early 2002 that Microsoft, the primary vendor of operating system software for Internet-connected devices, made security a primary goal.\textsuperscript{27} To this day, far too many medical devices have inadequate security,\textsuperscript{28} industrial controllers are often vulnerable because vendors assumed they would be on isolated networks, not the Internet.\textsuperscript{29} IoT toys and devices such as security cameras and baby monitors, have fixed and unchangeable access passwords which, when discovered (not if) open the devices to exploitation.\textsuperscript{30} This is now easily done by making use of websites such as Shodan, which can allow anyone (hackers and defenders alike) to search for IoT devices connected to the Internet.\textsuperscript{31} Many IoT devices are built using embedded computing modules that were programmed by component manufacturers who,

\textsuperscript{26} See Timberg, \textit{supra} note 23.
\textsuperscript{29} Robert Abel, \textit{Researchers Find 147 Vulnerabilities in 34 SCADA Mobile Applications}, SC \textit{MEDIA} (Jan. 11, 2018), https://www.scmagazine.com/the-top-security-weaknesses-were-code-tampering-flaws-which-were-found-in-94-percent-of-apps/article/736656/.
demonstrably, have little to no security expertise.\textsuperscript{32} Regrettably, the U.S. government has been slow to help correct this market failure.

2. U.S. Case Study

The United States, long a pioneer in Internet technologies and their regulation, has increasingly focused on the promise and peril of IoT technologies, including the ways in which they could be leveraged for politically motivated hacking. This section unpacks the current U.S. regulatory framework pertaining to IoT devices before moving to analyze reform efforts—namely the IoT Cybersecurity Improvement Act of 2017. We then discuss the utility of cybersecurity frameworks and standards, focusing on those published by NIST and Consumer Reports, to better understand whether these bottom-up efforts will be sufficient at helping to fill prevailing governance gaps.

2.1 Current Regulatory Landscape

The U.S. has favored a generally voluntary, sector-specific or topic-specific approach to both cybersecurity and data privacy, unlike the more mandatory and comprehensive approach favored in the European Union, discussed in Part 3, as may be seen in the General Data Protection Regulation (GDPR), which came into force in May 2018.\textsuperscript{33} In short, not all private data is created equal in the United States, it matters if it is health or financial data, or your IP address or Internet searches. The latter, for example, are safeguarded by GDPR as personal data for European Union citizens, but U.S. citizens

\begin{flushright}
\end{flushright}
do not enjoy similar protections. Similarly, cybersecurity regulation—particularly in the IoT context—includes a patchwork of federal and state laws and policies, which are summarized below and compared in Part 3 to the European Union.

Due to the breadth and complexity inherent in the field, federal cybersecurity law is largely unprepared to mitigate security problems arising in the IoT context. Governance gaps remain common, despite the best efforts by groups such as the Federal Trade Commission (FTC), which encourages, but does not require, firms to:

1. Build security into devices at the outset, rather than as an afterthought in the design process;
2. Train employees about the importance of security, and ensure that security is managed at an appropriate level in the organization;
3. Ensure that when outside service providers are hired, that those providers are capable of maintaining reasonable security, and provide reasonable oversight of the providers;
4. When a security risk is identified, consider a “defense-in-depth” strategy whereby multiple layers of security may be used to defend against a particular risk;
5. Consider measures to keep unauthorized users from accessing a consumer’s device, data, or personal information stored on the network;
6. Monitor connected devices throughout their expected life cycle, and where feasible, provide security patches to cover known risks.

In sum, the FTC recommends “tackling cybersecurity and all consumer-facing software development efforts with a holistic approach that incorporates a ‘privacy by design’ strategy to address the entire life cycle of data collection, use, access, storage, and

---

ultimately secure data deletion.”

These suggestions are in line with both the 2014 NIST Cybersecurity Framework and the 2015 NIST IoT Framework discussed next.

The FTC actually has authority, granted in Section 5 of the Federal Trade Commission Act establishing the FTC, to create rules to block “unfair or deceptive acts or practices” on the part of companies doing business in the United States. The FTC has interpreted this authority in a way that permits it to level penalties against companies whose cybersecurity is not up to par if the company implies or advertises that they use certain cybersecurity practices, or if they operate in at-risk critical infrastructure sectors such as healthcare. The FTC interpretation was upheld by the U.S. Court of Appeals for the Third Circuit in 2015 in FTC v. Wyndham Worldwide. However, based on a recent case, LabMD Inc. v. Federal Trade Commission, the FTC may need to become more specific in the cybersecurity standards it requires of businesses. In essence, the Eleventh U.S. Circuit Court of Appeals ruled in June 2018 that, since the FTC had not provided specific cybersecurity standards defining reasonableness for LabMD, a now bankrupt cancer-screening company, the FTC’s order was illegal.

While not challenging the FTC’s authority to police cybersecurity, the court did significantly tighten the grounds over which the FTC could initiate investigations and levy fines and settlement orders. Specifically, the underlying data breach must violate some specific law such as the Health Insurance Portability and Accountability Act of

---

Thus, the FCT cannot penalize a company for the release of data causing a substantial consumer injury if it is not subject to an existing law. The Eleventh Circuit did not address whether the FTC’s use of the negligence tort sufficed in this case. The upside is that there seems to be a growing circuit split over the FTC’s cybersecurity oversight powers focusing on the Third and Eleventh Circuits, which could result in a state of affairs (unless Congress intervenes) in which no U.S. government agency can penalize a company simply for having lax cybersecurity unless it runs afoul of existing constitutional or sector-specific statutory prohibitions.

2.2 Analyzing the NIST CSF

Frustrated with the lack of Congressional action on cybersecurity, President Obama announced his desire in 2013 for the U.S. government to partner with industry and develop a framework comprised of private-sector cybersecurity best practices that would help guide firms of all sizes, but particularly critical infrastructure operators. The result was the first 2014 NIST Cybersecurity Framework (NIST CSF), which is critical since—even though it has been criticized as leading to a reactive stance—it is spurring the development of a baseline standard of cybersecurity due diligence in the United States. In particular, the NIST CSF harmonizes industry best practices to

---

41 Id.
provide, its proponents argue, a flexible and cost-effective approach to enhancing cybersecurity that assists owners and operators of critical infrastructure in assessing and managing cyber risk. Instead of the NIST CSF replacing organizations’ existing security policies, NIST has intended for the Framework to provide support by helping organizations “identify, implement, and improve cybersecurity practices, and create a common language for internal and external communication of cybersecurity issues.”

Although the NIST CSF was only published in 2014, already some private-sector clients are receiving the advice that if their “cybersecurity practices were ever questioned during litigation or a regulatory investigation, the ‘standard’ for ‘due diligence’ was now the NIST CSF.” Over time, the NIST CSF not only has the potential to shape a standard of care for domestic critical infrastructure organizations but also could help to harmonize global cybersecurity best practices for the private sector writ large given active NIST collaborations with more than twenty nations including the United Kingdom, Japan, Korea, Estonia, Israel, and Germany. This progress has continued with the publication of Version 1.1 of the NIST CSF in April 2018, which, as Secretary of Commerce Wilbur Ross has argued “should be every company’s first line of defense.” The new version

---


boasts significant improvements, including with regards to authentication, supply chain cybersecurity, and vulnerability disclosure, though it is still best considered a cybersecurity floor rather than a ceiling.51 It does not, for example, focus on IoT issues in particular, which is an area that many would like NIST to address in more detail.

2.3 Case for a NIST IoT Framework

Beyond the general NIST CSF, NIST has also released another Framework focusing on IoT issues entitled the “Framework for Cyber-Physical Systems” (“NIST IoT Framework”) in September 2015.52 In essence, the NIST IoT Framework “is intended to serve as a common blueprint for the development of safe, secure, and interoperable systems as varied as smart energy grids, wearable devices, and connected cars.”53 Moreover, the Framework is also meant “to help manufacturers create new [Cyber-Physical Systems] that can work seamlessly with other such smart systems that bridge the physical and computational worlds.”54 Similar to the 2014 NIST CSF, the 2015 NIST IoT Framework was developed through a multi-stakeholder process and proposes to enhance the security of things by “providing a common set of considerations for the design of devices and a common language to allow designers to promote interactions between devices.”55 As with the NIST CSF, the NIST IoT Framework is a risk-based approach to managing cyber risk targeted at the IoT context. The goals of the NIST IoT Framework are to “derive a unifying framework that covers . . . the range of unique dimensions

51 See id.
53 HOGAN LOVELLS, supra note 52.
55 Id.
of CPS.”

To aid in these goals, the NIST IoT Framework identifies CPS domains as well as analyzing and addressing cross-cutting concerns. Although both the 2014 NIST CSF and the 2015 NIST IoT Framework could help regulate IoT through the courts such as by helping to define a standard for cybersecurity care in IoT negligence actions, some argue that the existing NIST IoT Framework is not specific (or user-friendly) enough to make the same impact on IoT as the NIST CSF has had on critical infrastructure protection.

2.4 Unpacking the Proposed IoT Cybersecurity Improvement Act of 2017

Another path forward is to rely more specifically on Congressional regulation to do what, thus far, standards have failed to deliver. Senators Mark Warner, Cory Gardner, Ron Wyden, and Steve Daines introduced the Internet of Things Cybersecurity Act of 2017 with this aim in mind. In brief, the legislation would require vendors who sell products to the U.S. government to: (1) ensure that their devices “are patchable,” (2) that they do not “contain known vulnerabilities,” that they “rely on standard protocols,” and (4) they “don’t contain hard-coded passwords.”

However, the bill does not take a one-sized-fits-all to regulating an area as vast as IoT. Indeed, the authors provide a path forward whereby, if industry provides “equivalent, or more rigorous, device security requirements” then they may be utilized in lieu of the foregoing. The legislative effort has a long list of proponents from Bruce Schneier and Professor Jonathan Zittrain to leading voices from Symantec and the Center for Democracy and Technology, but also has its

56 NIST IoT Framework, supra note 52, at xii.
57 Id. at xiii.
58 See Shackelford et al., supra note 45.
60 Id.
61 Id.
share of critics. Overall, though, the bill only has a thirteen percent chance of becoming law as of June 2018, according to Skopos Labs, leading one to consider alternatives.

2.5 Role of the Consumer Reports Digital Standard

Instead of black letter regulation, many, particularly in industry, prefer self-regulation with the flexibility “to adapt to rapid technological progress.” Such self-regulation has the capacity to adapt better and faster than black letter law to rapidly changing technological and social forces. It can also be efficient and cost-effective than command and control-style regulation, though it is not a panacea, which is why communal self-governance is but one component of polycentric governance discussed further in Part 3. Indeed, the benefits of self-regulation are not absolute and depend on certain community characteristics. One organization that is trying to create such a community is Consumer Reports. Specifically, in March 2017 Consumer Reports launched its Digital Standard, which is designed “to measure the privacy and security of products, apps, and services will put consumers in the driver’s seat as the digital marketplace evolves.” Once it fully matures, the Digital Standard will empower consumers to be able to select products—including in the IoT context—that meet rigorous privacy and security

---

64 MONROE E. PRICE & STEFAN G. VERHULST, SELF-REGULATION AND THE INTERNET 21 (2005). According to Notre Dame Professor Don Howard, different online communities “have a complicated topology and geography, with overlap, hierarchy, varying degrees of mutual isolation and mutual interaction. There are also communities of corporations or corporate persons, gangs of thieves, and . . . on scales small and large.” Don Howard, Civic Virtue and Cybersecurity 15 (Working Paper, 2014). What is more, Professor Howard argues that these communities will each construct norms in their own ways, and at their own rates, but that this process has the potential to make positive progress toward addressing multifaceted issues such as enhancing cybersecurity. Id. at 22.
65 See PRICE & VERHULST, supra note 64, at 21–22.
requirements. But, since Consumer Reports is not a regulatory organization, vendors will still be legally able to sell products that do not meet the Standard. Over time, the Standard holds the promise of helping the market function more efficiently by rewarding those firms that take cybersecurity and data privacy seriously, and penalizing those that do not through lower scores and, as a result, less revenue. Already, these efforts are having an impact, such as when it helped expose privacy risks in the pregnancy and fertility app Glow.\textsuperscript{68} As the Digital Standard is continually refined, and globalized, it will likely further impact the trajectory and rate of global IoT privacy and security standards.\textsuperscript{69}

3. E.U. Case Study

The European Union has long taken a distinct and much more mandatory and comprehensive approach to both cybersecurity and information privacy from the more sector-specific regime preferred in the United States.\textsuperscript{70} This fact may be seen in 2018 with the passage of the Network Information Security (NIS) Directive, and the enactment of the General Data Protection Regulation (GDPR), which are explored in this section. This approach is not without its critics, such as those who are concerned about over-centralization,\textsuperscript{71} but it is equally true that

\begin{itemize}
  \item \textsuperscript{68} Glow Pregnancy App Exposed Women to Privacy Threats, Consumer Reports Finds, CONSUMER REPORTS (July 28, 2016), https://www.consumerreports.org/mobile-security-software/glow-pregnancy-app-exposed-women-to-privacy-threats/.
  \item \textsuperscript{70} See, e.g., Scott J. Shackelford, Seeking a Safe Harbor in a Widening Sea: Unpacking the EJC’s Schrems Decision and What it Means for Transatlantic Relations, SETON HALL J. OF DIPLOMACY & INT’L REL. (forthcoming 2018).
  \item \textsuperscript{71} Response to EU Cybersecurity Strategy and proposed Directive on Network and Information Security (NIS), EurActiv Press Release (Feb. 7, 2013), http://pr.euractiv.com/pr/response-eu-cybersecurity-strategy-and-proposed-directive-network-and-information-security-nis (“Member States are building communities and trust through local, regional, or sector specific private public partnerships, yet we see a general change in approach in the
these efforts have made the EU a global leader in information governance best practices. Moreover, it should also be noted that transatlantic approaches to how organizations should manage their cyber risk are converging, with a coalescing around the language of risk management, as may be seen by the EU’s Network Information Security Public-Private Platform (NIS Platform), which specifically adopts the NIST core – identify, protect, detect, respond, recover – as the industry-standard EU approach for cybersecurity risk management.\textsuperscript{72} The 2013 EU Cybersecurity Strategy introduced the NIS Directive’s goal to “facilitate exchange of best practices,” enhance “risk management practices and information sharing”\textsuperscript{73} through the establishment of the NIS Platform.\textsuperscript{74} This Platform helped collect “existing risk management standards and best practices”\textsuperscript{75} that organizations “can use and tailor to their own approach to risk management.”\textsuperscript{76}

As with cybersecurity and information privacy generally, the EU has long been engaged with IoT issues in particular. As one example, in 2014 the European Commission funded a project named COPHER, which had the goal of conducting an “in-depth analysis of the reality of security in privately held information systems in Europe.”\textsuperscript{77} Specifically, CIPHER included an effort to draft a regulatory roadmap with

\begin{itemize}
\item \textsuperscript{73} A CYBER SECURITY FRAMEWORK FOR EUROPE, EUR. COMM’N (last updated on Aug. 5, 2014), http://cordis.europa.eu/news/rcn/121360_en.html.
\item \textsuperscript{74} ENISA, NETWORK AND INFORMATION SECURITY RISK MANAGEMENT ORGANIZATIONAL STRUCTURES AND REQUIREMENTS 14 (2015), https://resilience.enISA.europa.eu/nis-platform/shareddocuments/5th-plenary-meeting/chapter-1-nis-risk-management-organisational-structures-andrequirements-v2.
\item \textsuperscript{75} \textit{Id.} at 4.
\item \textsuperscript{76} \textit{Id.} at 14.
\item \textsuperscript{77} A CYBER SECURITY FRAMEWORK FOR EUROPE, \textit{supra} note 73.
\end{itemize}
recommendations for policymakers that included IoT. The European Commission has also founded the *Alliance for Internet of Things Innovation*, which has been tasked with developing a large-scale framework specifically addressing issues within IoT. The group has also engaged internationally, welcoming delegations from around the world to discuss IoT governance, reinforcing the EU’s place as a key hub for cybersecurity and privacy governance. Finally, in late 2015 the European Commission launched *Horizon 2020*, which included goals for smart cities and IoT deployment. In short, the EU is embracing the ‘Internet of Everything,’ including wearables, which are “integrating key technologies (e.g. nano-electronics, organic electronics, sensing, actuating, localization, communication, energy harvesting, low power computing, visualization and embedded software) into intelligent systems to bring new functionalities into an array of consumer products including clothes, fabrics, patches, watches and other body-mounted devices.” These goals demonstrate how the EU is planning to secure the full gambit of IoT devices.

### 3.1 GDPR’s Application to IoT Security

A key aspect for how the EU will shape IoT governance is through the GDPR, which is an extension of its long push to create a *Digital Single Market* (DSM). Although most of the press coverage of the GDPR has focused on its privacy protection regulations and the potentially very large penalties that can be imposed for not following the data privacy rules, an important goal of the GDPR is to tear down, to the extent feasible,

---

78 Id.
82 Id.
83 Id. at 93.
remaining regulatory walls between the EU Member States and move toward a single EU market. Similar to the NIST CSF, which “relies on a variety of existing standards, guidelines, and practices to enable critical infrastructure providers to achieve resilience,” the DSM synthesizes initiatives on security and data protection. Most importantly, the DSM focuses its approach upon considerations of the “data economy (free flow of data, allocation of liability, ownership, interoperability, usability and access), and thus promises to tackle interoperability and standardization” that are issues critical to boosting the Security of Things.

Building from this foundation, GDPR is an expansive regulatory regime with a wide array of requirements on covered firms ranging from ensuring data portability and consent to mandating that firms disclose a data breach within 72-hours of it becoming aware of the incident and then conducting a post mortem to ensure that a similar scenario will not recur. As groundbreaking as these regulations are, though, they were not drafted with IoT in mind, despite a 2017 finding by the European Union Agency for Network and Information Security (ENISA) “that there were no ‘legal guidelines for IoT device and service trust.’ Nor any ‘level zero defined for the security and privacy of connected and smart devices.’” Further, European-level regulation is slow, and a blunt
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instrument – GDPR, as one example, took more than four years to be adopted after having been proposed in 2012.90

Directives such as the NIS Directive have the benefit of providing more freedom to nations to craft solutions to common problems, such as the need for more robust critical infrastructure protection, but this can similarly be a cumbersome process.91 The process that led to the NIS Directive is similar to deliberations involving the NIST Framework, which included “four public-private partnerships in which hundreds of businesses and policymakers from the U.S. and around the world got together to build and revise the NIST Framework, showing a remarkable ability to build consensus across numerous sectors and stakeholders in a complex and dynamic arena.”92 Many commentators argue that this “type of active industry dialogue is a crucial piece of the NIST Framework’s success—as well as that of the more general bottom-up approach to cybersecurity regulation—in the United States, and is one that other nations are seeking to emulate.”93 For example, the French government is considering mandating liability for security lapses on the part of IoT manufacturers.94 The UK has also been active in developing cybersecurity standards, which is the illustrative example we turn to next.
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92 Cybersecurity Framework Frequently Asked Questions, http://www.nist.gov/cyberframework/cybersecurity-framework-faqs.cfm (last visited Sept. 21, 2015) (“Among other things, the EO directed NIST to work with industry leaders to develop the Framework. The Framework was developed in a year-long, collaborative process in which NIST served as a convener for industry, academia, and government stakeholders. That took place via workshops, extensive outreach and consultation, and a public comment process. NIST’s future Framework role is reinforced by the Cybersecurity Enhancement Act of 2014 (Public Law 113-274), which calls on NIST to facilitate and support the development of voluntary, industry-led cybersecurity standards and best practices for critical infrastructure. This collaboration continues as NIST works with stakeholders from across the country and around the world to raise awareness and encourage use of the Framework.”).
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3.2 UK’s Cyber Essential Plus Certificate

The UK’s cybersecurity policymaking efforts, much like the United States, have focused on developing voluntary standards. The UK Cyber Security Strategy is the overarching cybersecurity policy promulgated by the British government.95 The 2011 Strategy focused on tackling cybercrime, increasing overall resilience to cyber attacks, and encouraging the development of industry-led cybersecurity norms.96 However, the 2011 Strategy did not specifically address cybersecurity awareness-raising for individuals and businesses that were not identified as components of the UK’s critical infrastructure.97

The 2011 Strategy was extended in June 2014 when the GCHQ, BIS, and Cabinet Office created Cyber Essentials, a best practices certification program backed by the British government, which was supported by industry leaders.98 The Cyber Essentials program’s primary purpose is to “incentivize widespread adoption of basic security controls that will help to protect organizations against the commonest kind of internet attack.”99 The scheme is mandatory for all UK government contractors handling PII,100 and has two schemes: Cyber Essentials and Cyber Essentials Plus.101 Cyber Essentials’ requirements involve self-certification for basic organizational cyber hygiene practices,
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such as firewalls, secured configuration, user access control, and patch management.\textsuperscript{102} The Cyber Essentials Assurance Framework is intended for supplementation of existing organizational approaches to risk management.\textsuperscript{103} Specifically, the Cyber Essentials certification calls on businesses to follow the British government’s Ten Steps to Cyber Security, which is reminiscent of the FTC’s Guide for Business.\textsuperscript{104} Perhaps the most important recent development, though, came in January 2015 with the addition of the Advice Sheets (“Advice Sheets”) to the 10 Steps to Cyber Security program.\textsuperscript{105} The Advice Sheets set out “[the] actions and measures . . . [that represent] a good foundation for effective information risk management . . . to safeguard a company’s most valuable assets”\textsuperscript{106} while acknowledging that the degree of implementation may be variable, depending upon the cyber risks to a given organization.\textsuperscript{107} The more recent 2016 UK National Cybersecurity Strategy moves forward on some of these issues, but only references IoT issues in passing.\textsuperscript{108} Still, the Cyber Essentials program has produced a following, and have helped businesses across the country market cybersecurity as a competitive advantage, instead of merely a cost of doing business.\textsuperscript{109}

4. Policy Implications
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4.1 Need for a Polycentric Approach to Secure Critical Infrastructure in the IoT Context

There are many ways to conceptualize cybersecurity policy, but among them is the dynamic field of polycentric governance. This governance framework may be considered to be a multi-level, multi-purpose, multi-functional, and multi-sectoral model that has been championed by numerous scholars including Nobel Laureate Elinor Ostrom and Professor Vincent Ostrom, which challenges orthodoxy in part by demonstrating the benefits of self-organization and networking regulations “at multiple scales.” It also posits that, due to the existence of free riders in a multipolar world, “a single governmental unit” is often incapable of managing “global collective action problems” such as cyber-attacks. Instead, a polycentric approach recognizes that diverse organizations working at multiple levels can create different types of policies that can increase levels of cooperation and compliance, enhancing “flexibility across issues and adaptability over time.” Such an approach, in other words, recognizes both the common but differentiated responsibilities of public- and private-sector stakeholders as well as the potential for best practices to be identified and spread organically generating positive
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network effects that could, in time, result in the emergence of a norm cascade improving the Security of Things.\textsuperscript{114}

One example of a successful public-private polycentric collaboration is the NIST CSF, which, as has been noted, is now going global. The success of such frameworks, civil society efforts like the Consumer Reports Digital Standard, and regional regimes like GDPR, is part and parcel of the literature on polycentric governance. However, it is important to note that not all polycentric systems are guaranteed to be successful. Disadvantages, for example, can include gridlock and a lack of defined hierarchy.\textsuperscript{115} The Ostrom Design Principles can help predict the institutional success of given interventions.\textsuperscript{116} Still, the literature remains immature, as does the current state of IoT governance. In fact, the Information Systems Audit and Control Association (ISACA)\textsuperscript{117} surveyed IT professionals in the United Kingdom and found that “75 percent of the security experts polled say they do not believe device manufacturers are implementing sufficient security measures in IoT devices, and a further 73 percent say existing security standards in the industry do not sufficiently address IoT specific security concerns.”\textsuperscript{118} What lessons can be learned, then, from how the Internet itself evolved and applied to IoT?

\textbf{4.2 Looking Back: Applying Lessons from Internet Governance}

The Internet has succeeded rather well in spite of the fact that only period of time that the Internet had any real governance is before it became the Internet – the pre-Internet ARPANET
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(before 1983) – and for a few years thereafter. During this time ARPANET, and the overlapping NSFNET, were paid for and operated under contract with the U.S. government.\(^{119}\) But with the end of the government-run Internet backbone networks in the early 1990s and the rise of independent commercial Internet service providers came the end of an integrated governance structure. Instead, Internet service providers in the United States and elsewhere informally agreed to use the same set of technical standards and formed bilateral contracts (the sinews of polycentric governance) between themselves.\(^{120}\) Together, these agreements and complementary technical standards are what enabled the Internet to scale to the ubiquity that it enjoys today.

The Internet technical standards are a key part of the Internet’s success and the standards did start with U.S. government action. A decade after the first nodes of the ARPANET were interconnected in 1969, ARPA chartered a committee, the Internet Configuration Control Board (ICCB) to “guide the technical evolution of the Internet Protocol suite.”\(^{121}\) After several transformations the ICCB evolved into the Internet Engineering Task Force (IETF),\(^{122}\) which is currently the primary technical standards body for the Internet.\(^{123}\) The technical standards developed or maintained by the IETF are voluntary, the government does not mandate adherence to them but if an ISP or an equipment vendor does not support a core set of technical standards they would not be able to interoperate with the rest of the Internet.

Over the years there have been many attempts to formalize Internet governance, such as granting a greater governance role to the International Telecommunications Union (ITU). But, to date, none of these efforts have succeeded, though there have been important milestones along
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the way such as the creation of the Internet Governance Forum in 2006 and the U.S. Department of Commerce’s decision not renew its contract with the Internet Corporation for Assigned Names and Numbers (ICANN) in 2016.124 However, taking the IETF as a model would argue that the U.S. voluntary security standards could be a successful path to security for the IoT. But there is a significant difference between the Internet’s voluntary technical standards and the voluntary security standards provided by NIST and others: a device that does not correctly implement the Internet technical standards will not be able to operate in the Internet, a strong forcing factor. On the other hand, a device that does not correctly implement security standards will interoperate, even though it a risk to wider Internet ecosystem.

4.3 Looking Ahead: Operationalizing Cybersecurity Due Diligence in the Internet of Everything

At least two strategic paths forward can help firms, and the jurisdictions under which they operate, mitigate cyber risk in the IoT context. The first option is to further refine and operationalize the concept of cybersecurity due diligence. In the private-sector transactional context, cybersecurity due diligence has been defined as “the review of the governance, processes and controls that are used to secure information assets.”125 This increasingly central concept to a variety of business activities as it is used here builds from this definition and may be understood as the corporate, national, and international obligations of both State and non-State actors to help identify and instill cybersecurity best practices and effective governance.

mechanisms so as to promote cyber peace. Put more simply, due diligence refers to your activities to identify and understand the various risks facing an organization. Cybersecurity due diligence, then, is centered on risk management best practices and obligations that may exist between States, between non-State actors (e.g., private corporations, end-users), and between State and non-State actors, and refers to the international obligations of both State and non-State actors to help identify and instill cybersecurity best practices so as to promote the Security of Things. In so doing, the norm “commits states to ensuring that no actions originating on their territory in times of peace violate the rights of other states.” But determining exactly what nations’ due diligence obligations are to secure IoT devices and to prosecute or extradite cyber attackers is no simple matter. A key aspect of this effort is effective information sharing, e.g., government intelligence agencies cooperating with one another to detect such attacks and to inform the targets. Without such information, the targets would often not even know if they were under attack, since few sophisticated attacks are detected, and would not know that they needed to strengthen their defences.

However, given the failure of the 2017 UN Group of Government Experts (GGE) negotiations regarding cybersecurity norms including due diligence, another lens through which
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to view IoT security is sustainable development. In short, organizations should treat

cybersecurity as a matter of corporate social responsibility to safeguard their customers and the
public, such as by securing vulnerable IoT devices.131 It is in corporations own, long-term self-
interest (as well as that of national security) to take such a wider view of private-sector risk
management practices so as to encompass less traditional factors akin to what companies have
done with respect to sustainability. An array of concepts and tools explored in this Article—such
as certification schemes and standards—that have grown up in the sustainability space are
readily applicable to better managing cyber attacks.132 In the introduction of Silent Spring,
Rachel Carson speaks of a once idyllic U.S. town now blighted by a “white granular powder . .
. .”133 It was not caused by “witchcraft . . . The people had done it to themselves.”134 That is
equally true in sustainability as cybersecurity; we are to blame, and we are the solution.

Conclusion

As the Internet of Everything matures, disparate smart residential and commercial
networks will be able to communicate with one another, creating smart (and potentially more
resilient) things, cities, and societies. Such an ultimate, macro-level outcome resembles the early
days of networking when Cisco used multi-protocol routing to join dissimilar networks that
eventually led to the widespread adoption of a common networking standard called the Internet
Protocol, which we all rely on today every time we sign online. IoT looks set to follow a similar
route, albeit on a larger scale, spanning myriad sectors and industries. In response, polycentric
IoT cybersecurity regulations should be adapted and improved to better keep pace with these
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changes, particularly with regards to data regulations monitoring private firms and companies that transfer PII. This includes standards—including a NIST IoT-specific effort—along with the Consumer Reports Digital Standard, and the use of corporate governance structures, such as sustainability, and international norms, including due diligence. Such an all-of-the-above polycentric approach is essential to addressing governance gaps in the Internet of Everything. As Professor Elinor Ostrom said, this not a “keep it simple, stupid” response, but a multifaceted one in keeping with the complexity of the crises in Internet governance.
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