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Abstract

ML accelerators are specialized hardwares that are 
designed to process machine learning applications. 
The main components of a typical Machine 
Learning (ML) accelerator is a matrix of Multiply-
Accumulate (MAC) Unit, also called Processing 
Element (PE) that focus on processing matrix 
multiply and accumulation, which is often referred 
as the systolic array. To supply the systolic array 
with enough memory for computation, memory 
buffers are placed near the systolic array on the ML 
accelerator. The goal of this paper is to summarize 
the power consumption of  the  MAC/PE unit on the 
systolic array and estimate the power consumption 
of SRAM buffers on three different ML accelerators: 
ML accelerators mapped to Field Programmable 
Gate Array (FPGA), and Application-specific 
Integrated Circuit(ASIC) based ML accelerators.


Introduction

The current ML accelerator model we use suffers 
from limited performance data with no energy and 
power simulation results regarding each part of the 
accelerator. Therefore, in order to accurately predict 
the power and energy use of each PE units and 
SRAM buffers on chip, as well as knowing how 
much area they occupy on a chip, we need to collect 
power and area information for each components of 

ML accelerators in use. The paper focuses on 
summarizing data of few different ML accelerators, 
each including power and area information with 
different semiconductor technologies and modeling 
platforms. In the rest of the report, I will be 
summarizing the takeaway messages from each of 
the model and provide equations on how to estimate 
the power consumption of the overall ML 
accelerator using the power consumption of 
individual PE units per operation and conclude the 
paper with a power and area models our group 
adopts for simulating the power consumption for 
ML accelerators.

Motivation

SCALE-Sim is the baseline ML accelerator 
framework we are relying on to study the power and 
performance behavior of a ML accelerators. Though 
SCALE-Sim does a detailed job at capturing data 
movement, it lacks the the necessary power and area 
information we need to build a hotspot mitigation 
tool [4] [3]. Finding an existing research that has the 
area and energy specification accurately modeled for 
PE units and SRAM buffers is crucial to the success 
of our research. Below are the summaries of papers I 
found helpful for gathering and calculating the 
energy and area data for ML accelerators.
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ML Accelerator Power Consumption 
on Different Models

FPGA Model
FPGAs are common semiconductor devices for 
synthesize ML accelerators. The configurable logic 
blocks connected via programmable interconnects 
on the chip allows flexible designs of MAC units. 
The paper Low Power Datapath Architecture for 
Multiply - Accumulate(MAC) Unit synthesized the 
power and area of a single MAC unit using ISE 
Xilinx Version 14.7. Table I and II shows 
synthesized MAC area, delay, and power results 
based on conditions, such as MAC with or without 
compressors, MAC units with or without the 
adders, etc. The data shows us a general trend of 
how bit representations and different adders affect 
the area and power of MAC units. However, given 
it is modeled on FPGA, the area and power and 
especially delay is probably higher than other 
models given that FPGA nodes are usually older 
and bigger [5].

[5]

ASIC Model
ASIC is a piece of hardware that is design for a 
particular use, in this case accelerating ML 
workloads, rather than for general-purpose. Some  
of the ML accelerator in ASIC form are Google 
TPU and MIT Eyeriss. The paper Thermal-Aware 
Design Space Exploration of 3-D Systolic ML 
Accelerators does a system-level design space 
exploration between 3D memory and 2D memory 
ASIC ML accelerators. It considers a power, 
performance and thermal trade off between 2D and 
3D systolic ML accelerator designs. This paper 
includes how PE power, SRAM power and DRAM 
power is calculated for systolic ML accelerators, 
which is so crucial to the design we are doing [2].

Figure 1. Energy and Area specs of 14/16nm PE and 
SRAM[2]

The paper On-Chip Memory Technology Design 
Space Explorations for Mobile Deep Neural 
Network Accelerators does a design space 
exploration of the on-chip memory technologies 
and co-design for systolic array. The memory 
technologies evaluated are SRAM, eDRAM, 
MRAM, and 3 vertical RRAM. Different design 
are evaluated on models: ResNet-50, MobileNet, 
and Faster-RCNN. The paper evaluates SCALE-
Sim as the baseline evaluation tool, which is also 
the simulation tool we are using for our research. 
The biggest pro of the paper is that it provides 
14/16nm tech node for PE and SRAM, which is the 
current industry standard. Cons of this paper is that 
the PE design data is only limited to 16X16, 
24X24, 32X32, which is not applicable to TPU 
hardware configuration, which has 512x512. The 
Table III is a summary of energy and area 
information for each memory components or 
technologies are shown in Table III [1].

	 	 	 	 	



Power Consumption of the Whole 
Chip

For the purpose of best modeling the energy and 
area information of PE and SRAM on ML 
accelerators, we choose to use the memory 
technology configurations provided by On-Chip 
Memory Technology Design Space Explorations 
for Mobile Deep Neural Network Accelerators. We 
believe the 14/16 nm tech node evaluated on 
SCALE-Sim baseline is the best modeling 
configuration we can find in existing published 
documents. 
To calculate the power consumption of PE and 
SRAM buffer, we will be using the equations 
provided by Thermal-Aware Design Space 
Exploration of 3-D Systolic ML Accelerators since 
the fundamental energy consumption theory on ML 
accelerators are transferable.

Figure 2. Equations for modeling PE, SRAM and 
DRAM power usage.
N is the number of layers in a given neural 
networks, util(i) correspond to the utilization of the 
ith layer. arr h and arr w are the height and width of 
PE array. e mac is the energy consumed by a mac 
unit per operation. cyc represents the clock cycle.
[2]
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Table III.  Energy and Area specs of 14/16nm PE and SRAM with other emerging memory technologies [1]


