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Our challenge was to perform anomaly detection on sparsely 
sampled traffic data. The data, provided by the NSF, was collected 
hourly over a two-year period at 500 traffic sensors in an unnamed 
city. Using the provided information – including traffic flow, location, 
hour, weekday, month, and year – we must determine when traffic 
“anomalies” occur, which the NSF defines as a traffic flow observation 
three or more standard deviations from the mean flow for a particular 
station, day, and hour. However, the data we would like to analyze, is 
sparse – it is missing most of the observations of traffic flow. Hence, to 
perform anomaly detection, we must first estimate these missing data 
points. 

To obtain our estimation, we use a novel algorithm which 
leverages spatiotemporal data, smoothing functions2, as well as our 
natural intuition about traffic patterns. We also use a relatively recent 
algorithm, K-SVD3, combined with the data science technique of 
bootstrap aggregating, or “bagging”, to refine our estimation. Once we 
have a complete estimation of every data point, we can run the 
anomaly detection program that is provided by the NSF. We achieved 
.701 F1 Score – an evaluative metric for anomaly detection routines –
on our training data. 
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Using a spatiotemporal-based algorithm, a carefully selected 
kernel weighting scheme, KSVD dictionary learning, and bootstrap 
aggregating, we were able to estimate missing data in a large set of 
sparse traffic data. From these estimations, we could perform the NSF-
provided anomaly detection routine to classify data points as 
anomalous or not anomalous. Our model, trained on the City 1 dataset, 
returned .701 F1 score - a metric which reflects the algorithm’s ability 
to detect anomalies – compared to .437 F1 score of the baseline 
detector provided by the NSF. The NSF has yet to provide the 
complete labeled data for our testing data, so we do not know the exact 
metrics of our performance in this case. However, we do know that we 
finished 4th overall nationally among other research teams.

The results of this project demonstrate several techniques which 
are applicable to any setting where sparse data is present and 
anomalies must be identified. For example, medical imaging is an area 
with active anomaly detection research, which has been leveraged to 
detect tumors with image processing algorithms of images of patients’ 
organs captured by powerful cameras. However, these are expensive 
and difficult to collect in large datasets – hence, analyzing traffic data 
provides an easy way to experiment and draw conclusions about 
anomaly detection methods.
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Anomaly detection1 is a subfield of machine learning that is 
focused on identifying when data deviates from normality, where 
“normal” is defined in a precise mathematical sense. In our case, a 
traffic anomaly may occur due to a traffic jam or holiday, for example. 
Applications are wide-ranging, including in medicine, cybersecurity, 
and banking. In this project, we investigate anomaly detections 
methods with multiple sets of traffic data collected and distributed by 
the NSF. Our challenge was to identify when a traffic “anomaly” 
occurs within the data.

The main challenge presented by this NSF data was that it was 
purposefully incomplete – traffic sensors recorded hourly traffic flow 
data for two years, but only one to twenty percent of the data was 
given to us by the NSF. This was to simulate a common issue that 
occurs in data science: sparse data. Hence, our goal of detecting 
anomalies will be predicated on estimating these missing data points.

A traffic anomaly is defined in the following way by the NSF: 
“For a given sensor s, hour h, and weekday w, the nth observation of 
traffic flow d(n)

(shw) is anomalous if 

Put into words, a traffic observation is anomalous if it is three 
or more standard deviations from the mean for that station, hour, and 
day. 

Introduction

We are provided a “training” data set, called “City 1”, which has all available 
data and classification as an anomaly or not:

We would like to classify anomalies on two “testing” data sets, “City 2” and 
“City 3” which is missing most data points:

Data

We want to estimate the missing data points:

From here, we can construct the following image, which allows us to 
explicitly classify anomalies:

In Figure 3, the blue line is the mean for this particular station, 
day, and hour, while the red signifies the three standard deviation 
boundary.

To estimate these missing points, we incorporated several 
methods. Foremost among them was a “Gaussian Kernel”, which 
allows us to estimate missing points using a weighted average of 
nearby, known data points. The weight assigned to a traffic flow 
observation x in order to predict a traffic flow observation y is 
described by:

Methodology and Results

We also applied this same idea across weekly and daily 
periodicity. To illustrate this, suppose we are trying to estimate a traffic 
flow observation on a Tuesday at 8 a.m. Then observations at 7 or 9 
a.m. the same day, the next or previous day at 8 a.m., or next Tuesday 
at 8 a.m. would get this most weight – if we know those points. These 
ideas contributed to our initial algorithm.  

Our evaluative metric is the F1 score, which is calculated as 
follows; tp, fp, and fn mean True Positive, False Positive, and False 
Negative, respectively: 

The initial algorithm yielded an F1 score of .662, which was an 
improvement over the .437 baseline algorithm provided by the NSF.

Next, we wanted to refine our algorithm using a robust method 
called K-SVD3. K-SVD can detect underlining patterns even when 
data is sparse, such as in this project. In fact, the algorithm generated 
the following ”dictionary” of traffic flow signals that could be used to 
reconstruct the traffic flow from the sparse data we are given.

Using this Dictionary, we reconstructed the flow at each of the 
500 stations using aggregated averages of weekly flow patterns. From 
here, we could classify anomalies in terms of their absolute or relative 
distance from the K-SVD’s reconstructed average. Then, these 
classifications were compared to the original algorithm’s, and the three 
methods (K-SVD absolute, relative, and original algorithm) “voted” on 
whether each individual point was an anomaly or not for the final 
output. This is associated with a common data science practice called 
”bootstrap aggregating.” The following is the output table submitted to 
the NSF for evaluation of our performance on City 1.

Methodology and Results (continued)
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Figure 1: A complete data set example Figure 2: The sparse data we would like to 
analyze

Figure 4: Anomaly detection plot. Note the 
anomaly on July 4.

Figure 5: Actual Traffic Flow vs. Estimated 
Flow via initial algorithm. 

Figure 6: K-SVD Dictionary of Traffic Flow Signals

Figure 3: An illustration of what we are given, 
and where we would like to go!


