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5G and 6G systems

• Higher frequency ranges: mmWave and 

sub-THz communications

• Dense, dynamic networks

• Range of user mobilities

RL for resource management:

• Beamforming design and prediction:

– Multicell multiuser mobile network

– Integrated sensing (imaging) and 

communication

– Reconfigurable intelligent surfaces

• Network management: 

– User-base association

– Hand-over

– Scheduling, load balancing

• Edge networking: 

– Caching

– Computation offloading
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Designed a multi-agent DRL

• Each UE is an agent

• Each UE runs a Deep-Q Network 

• Two versions of interaction:

– Centralized: UEs talk with a CLB

– Distributed: UEs talk with bases

• Wireless network

– 6 base stations

– 20 users (UE), some are mobile

– User’s color shows association
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Alizadeh, Alireza, Byungju Lim, and Mai Vu. "Multi-

Agent Q-Learning for Real-Time Load Balancing 

User Association and Handover in Mobile 

Networks." IEEE Transactions on Wireless 

Communications (2024).
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Performance of DRL for Handover in Wireless
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Reward vs. Learning Step at the beginning

Average reward vs. LS after 5 Moving Steps

Learning Progress vs User Mobility

• Has a “ramp-up” time but becomes 

stabilized after 2-3 moving steps

• Can use pre-training or meta-learning
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• Testing in a real environment is costly

– Need to have mechanism/algorithms in place and drive around to test

– Or an extensive database of wireless measurements

– Current results are evaluated using simulation

• Measurement frequency vs. RL update runtime (overheads)

– Signaling and computation time overheads vs data transmission time

– Need to be evaluated in practical system contexts

• New mobility patterns or unseen dynamics

– Need to understand impacts on system performance

– Effect on ramp-up time

• System constraints

– Load balancing: centralized vs distributed

– Any communication between agents?
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and many more …


