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Filliben [1975] and Looney and Gulledge [1985] developed powerful tests of normality which are conceptually simple and computationally convenient and may be readily extended to testing nonnormal distributional hypotheses. The probability plot correlation coefficient (PPCC) tests for normality which have the following attractive features:

1. The test statistic is conceptually easy to understand because it combines two fundamentally simple concepts: the probability plot and the correlation coefficient.
2. The test is computationally simple since it only requires computation of a simple correlation coefficient.
3. The test statistic is readily extendible for testing some non-normal distributional hypotheses, as is shown in this technical note.
4. The test compares favorably with seven other tests of normality on the basis of empirical power studies performed by Filliben [1975] and Looney and Gulledge [1985].
5. The test is invariant to the parameter estimation procedure employed to fit the probability distribution.
6. The test allows a comparison of the results in both a graphical (probability plot) and a numerical (correlation coefficient) form.

Given these attractive features and the fact that water resource applications often require tests of normal and non-normal hypotheses, this study was undertaken to extend Filliben's original PPCC test for normality to samples of length 100 to 10,000 and to provide a new PPCC test for the Gumbel distribution.

A significant portion of the existing water resource literature has sought to determine which theoretical probability distribution best describes sequences of observed annual peak streamflows. Beard's [1974] study, summarized by the Water Resources Council's Bulletin 17 [Interagency Advisory Committee on Water Data, 1982], represents perhaps the most comprehensive study. Other studies, too numerous to mention here, have compared the precision of quantile estimates derived from various combinations of probability distributions and parameter estimation procedures. Wallis and Wood [1985] provide a recent example of this type of study, and Thomas [1985] reviews the general problem of fitting flood frequency distributions. In general, these studies rarely include hypothesis tests to determine the probability of type I errors associated with the choice of an assumed probability distribution. This paper provides a new hypothesis test for the Gumbel distribution which may be employed in future flood frequency studies to examine the "goodness of fit." For example, this test could have provided a valuable contribution if it had been incorporated into the study by Rossi et al. [1984] which sought to approximate the distribution of 39 annual floodflow records in Italy using a generalized Gumbel distribution.

Kottegoda [1985] recommended the use of Filliben's PPCC test of normality as a preliminary outlier-detection procedure for sequences of annual peak floodflows. Kottegoda [1984] also found Filliben's PPCC test of normality useful for testing the normal hypothesis when fitting autoregressive moving average (ARMA) models to annual streamflow sequences.

THE PROBABILITY PLOT

Probability plots are used widely in the statistics literature. For example, Johnson and Wichern [1982, pp. 152-156], Snedecor and Cochran [1980, pp. 59-63], and Mage [1982] recommend use of probability plots for assessing the goodness of fit of a hypothesized distribution. A number of investigators have proposed goodness-of-fit tests which are based upon information contained in probability plots such as the tests proposed by Filliben [1975], LaBrecque [1977] and Looney and Gulledge [1985].

Probability plots have been used widely in water resource investigations. While analytic approaches for fitting probability distributions to observed data are, in theory, more efficient statistical procedures than graphical curve fitting procedures, many hydrologists would not make engineering decisions without the use of a graphical display (probability plot). Probability plots were recently recommended by the National Research Council [1985, Appendixes D and E] as a basis for extrapolation of flood frequency curves in dam safety evaluations. Similarly, the Federal Emergency Management Agency [1982, Appendix 3] recommends the use of probability plots in the determination of the probability distribution of annual maximum flood elevations which arises from the combined effects of ice jam and storm-induced flooding.

Although the U.S. Water Resources Council [Interagency Advisory Committee on Water Data, 1982] advocates the use of method of moments to fit the Log-Pearson type III distri-
bution to observed floodflow data, their recommendations also include the use of probability plots. Clearly, probability plots play an important role in statistical hydrology.

The introduction of probability plots in hydrology by Hazen [1914], the choice of which plotting position to employ in a given application has been a subject of debate for decades; Cunnane [1978] provides a review of the problem. Although the debate regarding which plotting position to employ still continues, most studies have failed to acknowledge how imprecise all such estimates must be. Loucks et al. suited to the construction of a general and exact PPCC test. Cunnane [1978] provides a review of the problem. Although among many competing plotting positions are very important considering their large variances [see Loucks et al., 1981, pp. 179-180]. This technical note need not address that issue, since a probability plot is used here as a basis for the construction of hypothesis tests, rather than for selecting a quantile of the cumulative distribution function as the design event.

A probability plot is defined as a graphical representation of the ith order statistic $y_i$ versus a plotting position which is simply a measure of the location of the ith order statistic from the standardized distribution. One is often tempted to choose the expected value of the ith order statistic, $Y_i$, as a measure of the location parameter. However, Filliben argued that computational inconveniences associated with selection of the order statistic mean can, in general, be avoided by choosing to measure the location of the ith order statistic by its median, $M$, instead of its mean, $E(Y_i)$. Filliben chose to define a probability plot for the normal distribution as a plot of the ith order statistic versus an approximation to the median value of the ith order statistic. Approximations to the expected value of the ith order statistic, $E(Y_i)$, are now available for a wide variety of probability distributions (see, for example, Cunnane [1978]). Looney and Gulledge [1985] and Ryan et al. [1982] define a probability plot for the normal distribution as a plot of the ith order statistic versus an approximation to the mean value of the ith order statistic. There appears to be no particularly convincing reason why one should use the order statistic's mean or median as a measure of the location parameter when constructing a probability plot for the purpose of hypothesis testing.

**The Probability Plot Correlation Coefficient Test**

If the sample to be tested is actually distributed as hypothesized, one would expect the plot of the ordered observations $y_i$ versus the order statistic means or medians to be approximately linear. Thus the product moment correlation coefficient which measures the degree of linear association between two random variables is an appropriate test statistic. Filliben's PPCC test is simply a formalization of a technique used by statistical hydrologists for many decades; that is, it determines the linearity of a probability plot. Prior to the introduction of Filliben's PPCC test of normality into the water resources literature by Loucks et al. [1981, p. 181], determination of the linearity of a probability plot was largely a graphical and subjective procedure.

Filliben's PPCC test statistic is defined as the product moment correlation coefficient between the ordered observations $y_i$ and the order statistic medians $M_i$ for a standardized normal distribution. His test statistic becomes

$$ r = \frac{\sum (y_i - \bar{y})(M_i - \bar{M})}{\sqrt{\sum (y_i - \bar{y})^2 \sum (M_i - \bar{M})^2}} $$  

(1)

Here the $M_i$ correspond to the median (or mean) values of the ith largest observation in a sample of n standardized random variables from the hypothesized distribution.

Filliben's PPCC test was developed for a two-parameter normal (or log normal) distribution. Generalized PPCC tests may be developed for any one- or two-parameter distribution which exhibits a fixed shape. However, distributions which do not exhibit a fixed shape such as the gamma family or distributions with more than two independent parameters are not suited to the construction of a general and exact PPCC test. For example, the PPCC test for normality presented here could be employed to test the two-parameter lognormal hypothesis, however, the test would not be suited to testing the three-parameter lognormal hypothesis. Use of the critical points of the test statistic $r$ provided here or in the work by Filliben [1975] for testing the three-parameter lognormal hypothesis will lead to fewer rejections of the null hypothesis than one would anticipate. This is because only two parameters are estimated in the construction of the PPCC tests developed here, yet three parameters are required to fit a three-parameter log normal distribution.

**Filliben's Test for Normality Extended**

Filliben employed an estimate of the order statistic median

$$ M_i = \Phi^{-1}(F_i(y_{(i)})) $$

(2)

in (1); here $\Phi(x)$ is the cumulative distribution function of the standard normal distribution, and $F_i(y_{(i)})$ is equal to its median value, which Filliben approximated as

$$ F_i(y_{(i)}) = 1 - (0.5)^{1/n} $$

(3)

$$ F_i(y_{(i)}) = (0.5)\left(1 - \frac{1}{n}\right) $$

(4)

Filliben's approximation to the median of the ith order statistic in (3) is employed in this study. The Minitab computer program [Ryan et al., 1982] and Looney and Gulledge [1985] implement the PPCC test by employing Blom's [1953] approximation to the order statistic means for a normal population. Hence the tables of critical points which Ryan et al. [1982] and Looney and Gulledge [1985] provide differ slightly from Filliben's results.

Filliben tabulated critical values of $r$ for samples of length 100 or less. In Monte-Carlo experiments one is often confronted with the need for tests of normality with samples of greater length. Thus critical points (or significance levels) for Filliben's test statistic were computed for samples of length $n = 100, 200, 300, 500, 1000, 2000, 3000, 5000, and 10,000$. This was accomplished by generating 10,000 sequences of standard normal random variables each of length $n$ and applying (1), (2), and (3) to obtain 10,000 corresponding estimates of $r$, denoted $r_i$, $i = 1, \ldots, 10,000$. Critical points of the distribution of $r$ were obtained by using the empirical sampling procedure

$$ r_{p} = r_{(10,000p)} $$

(4)

where $r_p$ denotes the pth quantile of the distribution of $r$ and $r_{10,000p}$ denotes the 10,000th largest observation in the sequence of 10,000 generated values of $r$. As the sample size, $n$, becomes very large, the percentage points of the distribution of $r$ approach unity and, in fact, become indistinguishable from that value. Therefore it is more convenient to tabulate the percentage points of the distribution of $(1 - r)$. The results of these experiments are summarized in Table 1, which also provides a comparison with Filliben's results for the case when
Table 1. Critical Points of $1000(1 - \theta)$ Where $\theta$ is the Normal Probability Plot Correlation Coefficient

<table>
<thead>
<tr>
<th>n</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.01</td>
</tr>
<tr>
<td>100*</td>
<td>19.1</td>
</tr>
<tr>
<td>100</td>
<td>21.3</td>
</tr>
<tr>
<td>200</td>
<td>11.2</td>
</tr>
<tr>
<td>500</td>
<td>6.66</td>
</tr>
<tr>
<td>1,000</td>
<td>4.18</td>
</tr>
<tr>
<td>2,000</td>
<td>1.99</td>
</tr>
<tr>
<td>3,000</td>
<td>0.95</td>
</tr>
<tr>
<td>5,000</td>
<td>0.493</td>
</tr>
<tr>
<td>10,000</td>
<td>0.226</td>
</tr>
</tbody>
</table>

This table is based upon 10,000 replicate experiments. The first row, marked * gives Filliben's [1975] results. An example documents the use of this table. The 10th percentile of $\theta$ distribution when $n = 300$ is determined from

$$f_{10} = 1 - 2.52 \times 10^{-3} = 0.99748$$

Interpolation of the critical points may be accomplished by noting that $\ln(n)$ and $\ln(1000(1 - \theta))$ are linearly related for each significance level.

$n = 100$ in the first two rows of the table. The agreement is generally very good; discrepancies seem to be due to Filliben's rounding off of the values he reported.

A Probability Plot Correlation Coefficient Test for the Gumbel Distribution

As discussed earlier, an important and distinguishing property of Filliben's PPCC test statistic in (1) is that it is extendible to some nonnormal distributional hypotheses. In this section a probability plot correlation test for the extreme value type I distribution is presented. The extreme value type I distribution is often called the Gumbel distribution, since Gumbel [1941] first applied it to flood frequency analysis. Its CDF may be written as

$$F_n(y) = \exp \left( -\exp \left( -(a + by) \right) \right)$$

Method of moments estimators of the parameters $a$ and $b$ are given by

$$a = \gamma - \frac{\bar{y} - 2.52}{s_y^{\frac{1}{\gamma}}} \quad (6a)$$

$$b = -\frac{\gamma}{s_y \gamma^{\frac{1}{\gamma}}} \quad (6b)$$

where $\gamma$ is Euler's constant ($\gamma = 0.57721$) and $\bar{y}$ and $s_y$ are the sample mean and standard deviation. Although maximum likelihood estimators of a distribution's parameters are usually preferred over method of moments estimators, [see Lettenmaier and Burges, 1982], in this case, the method of moments estimators are much simpler than the corresponding maximum likelihood estimators, which require a numerical algorithm to solve the resulting system of nonlinear equations. Method of moments estimators are employed here, since they are computationally convenient and they have no impact upon the hypothesis tests (see (11) which follows). This CDF is unique because sequences of Gumbel random variables may be conveniently generated by noting that (5) can be written in its inverse form as

$$y = F_n^{-1}(\theta) = -\frac{a - \ln \left( \ln \left( F_n(y) \right) \right)}{b} \quad (7)$$

where the cumulative probabilities $F_n(y)$ are generated from a uniform distribution over the interval $(0, 1)$.

In this case the test statistic is defined as the product moment correlation coefficient between the ordered observations $y_i$ and $M_i$ using

$$M_i = F_n^{-1}(F_n(y_{(i)})) \quad (8)$$

where $F_n(y_{(i)})$ is Gringorten's [1963] plotting position for the Gumbel distribution:

$$F_n(y_{(i)}) = \frac{i - 0.44}{n + 0.12} \quad (9)$$

Gringorten's plotting position was derived with the objective of setting

$$F_n(y_{(i)}) = F_n(E(y_{(i)})) \quad (10)$$

where $E(y_{(i)})$ is the expected value of the largest observation of a Gumbel distribution. Thus Gringorten's plotting position is only unbiased for the largest observation. Cunnane [1978] recommends the use of Gringorten's plotting position over several competing alternatives for use with the Gumbel distribution.

For testing the Gumbel hypothesis the test statistic is given by (1) with $M_i$ obtained from (6), (7), (8), and (9). Since critical points of this test statistic are unavailable in the literature even for small samples, critical points (or significance levels) were computed for sample sizes in the range $n = 10$ to 10,000. This was accomplished by generating 10,000 sequences of Gumbel random variables (using (7)) each of length $n$ and applying equations (1), (6), (7), (8), and (9) to obtain 10,000 corresponding estimates of $f$ denoted $f_{10}$, $i = 1, \ldots, 10,000$. Critical points of $f$ were obtained by using the empirical sampling procedure given in (4). The results of these experiments

Table 2. Critical Points of $1000(1 - \theta)$ Where $\theta$ is the Gumbel Probability Plot Correlation Coefficient

<table>
<thead>
<tr>
<th>n</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>156.</td>
</tr>
<tr>
<td>20</td>
<td>114.</td>
</tr>
<tr>
<td>50</td>
<td>99.2</td>
</tr>
<tr>
<td>100</td>
<td>85.9</td>
</tr>
<tr>
<td>200</td>
<td>73.7</td>
</tr>
<tr>
<td>500</td>
<td>66.6</td>
</tr>
<tr>
<td>1,000</td>
<td>57.2</td>
</tr>
<tr>
<td>2,000</td>
<td>50.7</td>
</tr>
<tr>
<td>5,000</td>
<td>53.0</td>
</tr>
<tr>
<td>10,000</td>
<td>48.3</td>
</tr>
<tr>
<td>20,000</td>
<td>40.1</td>
</tr>
<tr>
<td>50,000</td>
<td>32.3</td>
</tr>
<tr>
<td>100,000</td>
<td>25.5</td>
</tr>
</tbody>
</table>

This table is based upon 10,000 replicate experiments. An example documents the use of this table. The 10th percentile point of $\theta$ when $n = 1000$ is determined from

$$f_{10} = 1 - 2.92 \times 10^{-3} = 0.99708$$

Interpolation of the critical points may be accomplished by noting that $\ln(n)$ and $\ln(1000(1 - \theta))$ are linearly related for each significance level.
are summarized in Table 2, where again, as in Table 1, the percentage points of \((1 - \beta)\) are more convenient to tabulate. Interestingly, the PPCC test is invariant to the fitting procedure employed to estimate \(\alpha\) and \(\beta\) in (7). This result is evident for the Gumbel PPCC test when one rewrites the test statistic as

\[
r = \frac{\text{cov}(y, M)}{\text{Var}(y) \text{ Var}(M)}^{1/2}
\]

\[
= \frac{\text{cov}\left(\ln \left[\ln \left(U_2\right)\right], \ln \left[\frac{n-0.44}{n+0.12}\right]\right)}{\text{Var}\left(\ln \left[\ln \left(U_2\right)\right]\right) \text{ Var}\left(\ln \left[\ln \left(U_2\right)\right]\right)}^{1/2}
\]

(11)

here the \(U_i\) are uniform random variables generated to equal \(F_i(\gamma)\). An attractive property of this test is that the test statistic in (11) does not depend on either of the distribution parameters. This result is general in that it applies to any PPCC test for a one- or two-parameter distribution which exhibits a fixed shape.

**Summary**

The probability plot correlation coefficient test is an attractive and useful tool for testing the normal, lognormal, and Gumbel hypotheses. The advantages of the PPCC hypothesis tests developed in this technical note include:

1. The PPCC test consists of two widely used tools in water resource engineering: the probability plot and the product moment correlation coefficient. Since hydrologists are well acquainted with both these tools, the PPCC test provides a conceptually simple, attractive, and powerful alternative to other possible hypothesis tests.

2. The PPCC test is flexible because it is not limited to any sample size. In addition, the test is readily extended to nonnormal hypotheses, as was accomplished here for the Gumbel hypothesis. Critical points for the test statistic \(r\) in (1) could readily be developed for other one- or two-parameter probability distributions which exhibit a fixed shape.

3. Filliben [1975] and Looney and Gulledge [1985] found that the PPCC test for normality compares favorably, in terms of power, with seven other normal test statistics.

4. The PPCC test statistic in (1) does not depend upon the procedure employed to estimate the parameters of the probability distribution.

5. While this technical note has developed the PPCC test statistic for the purposes of constructing composite hypothesis tests, the PPCC test statistic in (1) can readily be employed to compare the goodness of fit of a family of admissible distributions. That is, a sample could be fit to a number of reasonable distribution functions, and corresponding estimates of the PPCC could be used to compare the goodness of fit of each distribution. Filliben [1972] has found the PPCC to be a promising criterion for selection of a reasonable distribution function among several competing alternatives.

6. Filliben's PPCC test of normality has recently been incorporated into the MINITAB computer program [Ryan et al., 1982]. Although Ryan et al. [1982] recommend the use of Blom's [1958] plotting position rather than Filliben's approximation given in (3), the MINITAB computer program could readily be employed to implement the tests reported here.
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Correction to "The Probability Plot Correlation Coefficient Test for the Normal, Lognormal, and Gumbel Distributional Hypotheses" by Richard M. Vogel

In the paper "The Probability Plot Correlation Coefficient Test for the Normal, Lognormal, and Gumbel Distributional Hypotheses" by R. M. Vogel (Water Resources Research, 22(4), 587–590, 1986), the following corrections should be made.

Equation (1) should read

\[ r = \frac{\sum (y_j - \bar{y})(M_i - \bar{M})}{\left[ \sum (y_j - \bar{y})^2 \sum (M_i - \bar{M})^2 \right]^{1/2}} \]  

(1)

Table 2 should be revised as follows: The critical point of 1000(1 - \( \bar{r} \)) for \( n = 20 \) and a significance level of 0.01 should read 94.0 instead of 294.

Equation (11) should read

\[ \bar{r} = \frac{\text{cov}(y_j, M_i)}{\left[ \text{Var}(y_j) \text{Var}(M_i) \right]^{1/2}} \]

\[ \text{cov} \left\{ \ln \left[ -\ln (U_j) \right], \ln \left[ -\ln \left( \frac{i-0.44}{n+0.12} \right) \right] \right\} \]

\[ \left\{ \text{Var} \left[ \ln \left( -\ln (U_j) \right) \right] \text{Var} \left[ -\ln \left( \frac{i-0.44}{n+0.12} \right) \right] \right\}^{1/2} \]  

(11)
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