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Abstract: Empirical liquefaction models �ELMs� are the standard approach for predicting the occurrence of soil liquefaction. These
models are typically based on in situ index tests, such as the standard penetration test �SPT� and cone penetration test �CPT�, and are
broadly classified as deterministic and probabilistic models. No objective and quantitative comparison of these models have been
published. Similarly, no rigorous procedure has been published for choosing the threshold required for probabilistic models. This paper
provides �1� a quantitative comparison of the predictive performance of ELMs; �2� a reproducible method for choosing the threshold that
is needed to apply the probabilistic ELMs; and �3� an alternative deterministic and probabilistic ELM based on the machine learning
algorithm, known as support vector machine �SVM�. Deterministic and probabilistic ELMs have been developed for SPT and CPT data.
For deterministic ELMs, we compare the “simplified procedure,” the Bayesian updating method, and the SVM models for both SPT and
CPT data. For probabilistic ELMs, we compare the Bayesian updating method with the SVM models. We compare these different
approaches within a quantitative validation framework. This framework includes validation metrics developed within the statistics and
artificial intelligence fields that are not common in the geotechnical literature. We incorporate estimated costs associated with risk as well
as with risk mitigation. We conclude that �1� the best performing ELM depends on the associated costs; �2� the unique costs associated
with an individual project directly determine the optimal threshold for the probabilistic ELMs; and �3� the more recent ELMs only
marginally improve prediction accuracy; thus, efforts should focus on improving data collection.
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Introduction

Soil liquefaction is the loss of shear strength induced by shaking,
which can lead to various types of ground failures. Liquefaction is
most often evaluated with empirical liquefaction models �ELMs�.
ELMs have been developed for in situ index tests, such as stan-
dard penetration test �SPT�, cone penetration test �CPT�, and
shear-wave velocity �Vs�. These in situ data are used to estimate
the potential for “triggering” or initiation of seismically induced
liquefaction. In the context of the analyses of in situ data, the
estimate of liquefaction potential derived from ELMs can be
broadly classified as �1� deterministic �Seed and Idriss 1971;
Iwasaki et al. 1978; Seed et al. 1983; Robertson and Campanella
1985; Seed and De Alba 1986; Shibata and Teparaksa 1988; Goh
1994; Stark and Olson 1995; Robertson and Wride 1998; Juang et
al. 2000, 2003; Idriss and Boulanger 2006; Pal 2006; Hanna et al.
2007; Goh and Goh 2007� and �2� probabilistic �Liao et al. 1988;
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Toprak et al. 1999; Juang et al. 2002; Goh 2002; Cetin et al. 2002,
2004; Lee et al. 2003; Sonmez 2003; Lai et al. 2004; Sonmez and
Gokceoglu 2005; Papathanassiou et al. 2005; Holzer et al. 2006;
Moss et al. 2006; Juang and Li 2007�. This paper attempts to
improve liquefaction models by �1� quantitatively comparing the
predictive performance of several ELMs; �2� identifying the
threshold needed to apply the probabilistic ELMs; and �3� devel-
oping an alternative deterministic and probabilistic ELM based on
the machine learning algorithm, known as support vector machine
�SVM�.

Currently, the most widely used ELM for the assessment of
liquefaction potential is the “simplified procedure,” originally rec-
ommended by Seed and Idriss �1971� based on SPT blow counts.
Since 1971, this procedure has been revised and developed for
other in situ tests, such as the CPT and Vs �Seed et al. 1985; Youd
and Noble 1997�. Simplified methods that follow the general for-
mat of the Seed-Idriss procedure were reviewed in a workshop
report edited by Youd and Noble �1997�. Youd et al. �2001�, Cetin
et al. �2004�, and Moss et al. �2006� provided recent updates to
this method. In addition, Cetin et al. �2004� and Moss et al.
�2006� presented liquefaction models that use the Bayesian updat-
ing method for SPT and CPT data, respectively. The recent work
represents an update to the data sets combined with the use of the
Bayesian updating method for probabilistic evaluation of lique-
faction potential. A thorough comparison of these competing
ELMs for assessing liquefaction potential has yet to be published
in the literature.

In recent years, innovative computing techniques such as arti-
ficial intelligence and machine learning have gained popularity in
geotechnical engineering. For example, Goh �1994� and Goh

�2002� introduced the artificial neural networks for liquefaction
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potential, Cetin et al. �2004� and Moss et al. �2006� applied the
Bayesian updating method for probabilistic assessment of lique-
faction, and Hashash �2007� used the genetic algorithms for geo-
mechanics. An important advantage of artificial intelligence
techniques is that the nonlinear behavior of multivariate dynamic
systems is computed efficiently with no a priori assumptions re-
garding the distribution of the data. The SVM algorithm com-
bines the principles of structural risk minimization and the
statistical learning theory pioneered by Cortes and Vapnik �1995�
and Vapnik �1995�. SVM has been successfully employed in solv-
ing classification problems �Goh and Goh 2007; Oommen et al.
2008; Pal 2006; Sahoo et al. 2007� and functional regression
problems �Oommen and Baise 2010; Samui et al. 2008� in geo-
technical engineering. However, the applicability of a probabilis-
tic approach, which integrates the regularized likelihood with the
SVM, has not been explored for geotechnical engineering appli-
cations.

The deterministic method provides a “yes/no” response to the
question of whether or not a soil layer at a specific location will
liquefy. However, performance-based earthquake engineering
�PBEE� requires an estimate of the probability of liquefaction
�PL� rather than a deterministic �yes/no� estimate �Juang et al.
2008�. PL is a quantitative and continuous measure of the severity
of liquefaction. Probabilistic methods were first introduced to liq-
uefaction modeling in the late 1980s by Liao et al. �1988�. How-
ever, such methods are still not consistently used in routine
engineering applications. This is primarily due to the limited
guidance regarding which model to use and the difficulty in in-
terpreting the resulting probabilities. The implementation of
probabilistic methods requires a threshold of liquefaction �THL�.
The need for a THL arises because engineering decisions require
the soil at a particular location to be classified as either liquefiable
or nonliquefiable. Thus, a soil where PL�THL is classified as
nonliquefiable and a soil where PL�THL is classified as liquefi-
able. Juang et al. �2002� provided a subjective THL and Cetin et
al. �2004� and Moss et al. �2006� used deterministic curves to
determine THL. However, the importance of the probabilistic ap-
proach warrants objective guidelines for the determination of
THL. In this study, we provide a thorough and reproducible ap-
proach to interpret PL and to compute the optimal THL that in-
corporates the costs associated with the risk of liquefaction and
the costs associated with risk mitigation.

The primary goal of this study is to provide a critical, objec-
tive, and quantitative comparison of the predictive performance of
the simplified procedure as presented by Youd et al. �2001� and
the Bayesian updating method �Cetin et al. 2004; Moss et al.
2006�. We also compare the SVM based deterministic and proba-
bilistic ELMs to previous models to �1� evaluate an independent
ELM; �2� quantify model improvement; and �3� quantify the in-
dependent limitations stemming from model selection and sam-
pling bias. By using a model validation framework with relevant
validation statistics, we can evaluate the performance of each
model and identify any inherent bias. Model bias occurs because
a model can be optimized for either precision or recall of one
class over another. Without an open model validation, this inher-
ent model bias is hidden from the user.

In the following section of the paper, we describe the data used
for comparing the different ELMs. Next, we describe the meth-
odology that we used for model validation and the validation
statistics that we adopted and the details on the different ELMs
that we consider in this paper. Finally, we present an objective
method for identifying optimal THL between the instances of liq-

uefaction and nonliquefaction.
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In this study, we use the SPT and CPT data compiled by Cetin et
al. �2004� and Moss et al. �2006�. These databases were created in
three steps: �1� reevaluation of the Seed et al. �1983� data to
incorporate the new field case studies; �2� screen data to remove
questionable observations; and �3� account for recent advances in
SPT and CPT interpretation and evaluation of the in situ cyclic
stress ratio �CSR�.

The SPT database has 196 field case histories of which 109 are
from liquefied sites and 87 are from nonliquefied sites. The CPT
database has 182 case histories of which 139 are from liquefied
sites and 43 are from nonliquefied sites. The ratio of liquefaction
to nonliquefaction instances in the SPT database is 56:44,
whereas in the CPT database it is 76:24. Thus, the CPT database
has higher class imbalance than the SPT database. The class im-
balance is defined as the difference in the number of instances of
occurrences of two different classes. Class imbalance is particu-
larly important for comparing the performance of different mod-
els. Class imbalance issues for model validation are discussed
later in this paper.

Figs. 1 and 2 use box plots to compare the different predictive
variables for the liquefied and nonliquefied sites from the SPT and
CPT databases. The variables that exhibit the largest difference
between instances of liquefaction and nonliquefaction for the SPT
data are �1� the moment magnitude and �2� the overburden cor-
rected blow count. The largest differences for the CPT data are �1�
moment magnitude and �2� tip resistance. Note that Fig. 2 shows
that the tip resistance exhibits more separability than the friction
ratio. Comparing the predictive variables from SPT and CPT da-
tabases we observe that the total and effective stress values have
very poor separability between the liquefaction and nonliquefac-
tion instances in both the databases. The separability between the
liquefaction and nonliquefaction instances increase with variable
peak ground acceleration and CSR in both the databases. How-
ever, it is observed that the CSR values in the database of Moss et
al. �2006� �Fig. 2� have better separability between liquefaction
and nonliquefaction instances compared to the CSR values in the
database of Cetin et al. �2004� �Fig. 1�. Moreover, the range of
CSR values of the nonliquefaction instances in the database of
Moss et al. �2006� is much smaller compared to the database of
Cetin et al. �2004�. We believe that this is due to the difference in
approach adopted by Cetin et al. �2004� and Moss et al. �2006� in
calculating the shear mass participation factor �rd� which is used
in calculating the CSR. The major difference in the rd relationship
used to develop the two databases is that the database of Cetin et
al. �2004� uses the shear-wave velocity �Vs� over the top 12 m �40
ft�, whereas Moss et al. �2006� does not. Cetin et al. �2004� stated
that the Vs values for the rd relationship can be obtained using
measured data or approximated from appropriate empirical corre-
lations. However, Moss et al. �2006� stated that most CPT case
histories did not have Vs values and the use of inferred Vs was
avoided to prevent introducing associated uncertainties.

Methodology

We calculated the liquefaction potential for the SPT and CPT
databases by using the simplified procedure �Youd et al. 2001�,
the Bayesian updating method �Cetin et al. 2004; Moss et al.
2006�, and the SVM method. The following sections provide a
brief description of the fundamental principles of these

approaches/classifiers and the equations used. We validate and

NVIRONMENTAL ENGINEERING © ASCE / DECEMBER 2010 / 1619

tion subject to ASCE license or copyright. Visithttp://www.ascelibrary.org



quantify the different deterministic classifiers by using overall
accuracy �OA�, precision, recall �i.e., true positive �TP� rate�, and
F score. For the probabilistic classifiers, we use receiver operating
characteristic �ROC� curves and precision-recall �P-R� curves.
Then, we present a new objective method for combining the pre-
cision and recall with cost curves to determine the optimal THL

triggering for the probabilistic assessment of liquefaction poten-
tial.

Model Validation

Model development �i.e., model “training”� should be followed
by a model validation to assess predictive capability. When a
nonlinear classifier is trained and validated on the same data set,
its predictive performance can often be optimistically biased due
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Fig. 2. Box plots of various predictor variables based on the CPT da
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to overfitting �Hawkins 2004; Oommen and Baise 2010�. There-
fore, the SVM classifier was validated using a K-fold cross vali-
dation approach. For the K-fold cross validation, we randomly
break the data set into K partitions. Then, the model is trained
using K−1-folds and the remaining onefold is used for validation.
This is repeated K times, so that each time a different partition is
used for validation. Finally, the predictability of the model is
estimated by calculating error estimates on the test instances of
each K split. The advantage of K-fold cross validation is that all
the examples in the data set are eventually used for both training
and validation, yet for each example in the data set, training and
validation are implemented independently. We use K=5 for the
K-fold cross validation. However, the previously developed mod-
els that we consider in this paper were trained on the complete
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data sets so we have to validate these classifiers on the same data
set used for model development. As a result, the validation statis-
tics for these methods will likely overestimate the prediction ac-
curacy of the models.

For deterministic models, useful validation statistics include
OA, precision, recall, and F score. These metrics are all computed
from elements of the confusion matrix. A confusion matrix is a
table used to evaluate the performance of a classifier. It is a matrix
of the observed versus the predicted classes, with the observed
classes in columns and the predicted classes in rows as shown in
Table 1. The diagonal elements �where the row index equals the
column index� include the frequencies of correctly classified in-
stances and nondiagonal elements include the frequencies of mis-
classifications. The OA is a measure of the percentage of correctly
classified instances

overall accuracy = �TP + TN�/�TP + TN + FP + FN� �1�

where the TP=sum of instances of liquefaction correctly pre-
dicted; the true negative �TN�=sum of instances of nonliquefac-
tion correctly predicted; the false positive �FP�=sum of instances
of nonliquefaction classified as liquefaction; and the false nega-
tive �FN�=sum of instances of liquefaction classified as nonlique-
faction. OA is a common validation statistic that is used and an
accuracy of 0.75 means that 75% of the data have been correctly
classified. However, it does not mean that the 75% of each class
�e.g., liquefaction and nonliquefaction classes� has been correctly
predicted. Therefore, the evaluation of the predictive capability
based on the OA alone can be misleading when a class imbalance
exists or the number of instances from each class is not equal in
the data set �e.g., for the CPT data set 76% of the data are lique-
faction instances and 24% are nonliquefaction instances�.

Precision and recall are common metrics applied separately to
each class in the data set. This is particularly valuable when the
class imbalance in the data set is significant. Precision measures
the accuracy of the predictions for a single class, whereas recall
measures accuracy of predictions only considering predicted val-
ues

precision = P = TP/�TP + FP� �2�

recall = R = TP/�TP + FN� �3�

In the context of liquefaction potential assessment, a precision of
1.0 for the liquefaction class means that every case that is pre-
dicted as liquefaction experienced liquefaction, but this does not
account for instances of observed/actual liquefaction that are mis-
classified. Analogously, a recall of 1.0 means that every instance
of observed liquefaction is predicted correctly by the model, but
this does not account for instances of observed nonliquefaction
that are misclassified. An inverse relationship exists between pre-
cision and recall: it is possible to increase one at the expense of

Table 1. Confusion Matrix, Presenting the Observed Class in Rows and
the Predicted Class in Columns Where TP Is the True Positive, TN Is the
True Negative, FP Is the False Positive, and FN Is the False Negative

Observed

Yes No

Predicted Yes TP FP

No FN TN
the other.
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The F score is a measure that combines the precision and
recall value to a single evaluation metric. The F score is the
weighted harmonic mean of the precision and recall

F� = �1 + �2��P · R�/��2 · P + R� �4�

where �=measure of the importance of recall to precision and
can be defined by the user for a specific project.

In order to evaluate a probabilistic classifier, we must choose a
probability threshold value that marks the liquefaction/
nonliquefaction boundary to apply deterministic metrics such as
given in Eqs. �1�–�4�. When a probability threshold is defined, the
subsequent validation is specific to that threshold value. There-
fore, for the comprehensive evaluation of a probabilistic classifier
we use P-R and ROC curves. P-R and ROC curves provide a
measure of the classification performance for the complete spec-
trum of probability thresholds �i.e., “operating conditions”�. The
P-R and ROC curves are developed by calculating the precision,
the recall, and the FP rate �FPR� by varying the threshold from 0
to 1. The FPR is

FPR = FP/�FP + TN� �5�

Thus, any point on either the P-R or ROC curve corresponds to a
specific threshold. Fig. 3 presents a basic ROC curve, where the
dashed line is the idealized best possible ROC curve. The area
under the ROC curve �AUC� is a scalar measure that quantifies
the accuracy of the probabilistic classifier. The AUC varies from
1.0 �perfect accuracy� to 0. Randomly selecting a class produces
the diagonal line connecting �0, 0� and �1, 1� �shown as dotted
diagonal line in Fig. 3�. This gives AUC=0.5; thus, it is unreal-
istic for a classifier to have an AUC less than 0.5.

Fig. 4 presents a basic P-R curve. The dashed line represents
the best P-R curve with Point A marking the best performance.
Unlike ROC curves, P-R curves are sensitive to the influence of
sampling bias in a data set. Sampling bias is the misrepresentation
of a class in the samples compared to the actual ratio of occur-
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rences in the population. Often class imbalance and sampling bias
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are misrepresented. For example, if the true population of the data
has a class ratio of 80:20 and a sample has a class ratio of 50:50,
then the sample has no class imbalance but it has a sampling bias
because the proportion of the classes in the sample is different
from the original population. Oommen et al. �2010a� demon-
strated that sampling bias can significantly influence model devel-
opment and performance.

Simplified Procedure „Youd et al. 2001…

Following the disastrous earthquakes in Alaska and in Nigata,
Japan in 1964, Seed and Idriss �1971� developed the simplified
procedure using empirical evaluations of field observations for
evaluating liquefaction potential. A series of publications revised
the procedure �Seed et al. 1983; Youd et al. 2001�. Youd et al.
�2001� stated that the periodic modifications have improved the
simplified procedure; however, these improvements are not quan-
tified and hence remain unknown for practicing engineers.

The evaluation of liquefaction potential using the simplified
procedure requires estimation of two values: �1� the seismic de-
mand on a soil layer, expressed in terms of the CSR, and �2� the
capacity of the soil to resist liquefaction expressed in terms of the
cyclic resistance ratio �CRR�. The latter variable depends on the
type of in situ measurement �i.e., SPT or CPT�. Here

CSR = 0.65�amax/g���vo/�vo� �rd �6�

where amax=peak horizontal acceleration at the ground surface
generated by the earthquake; g=acceleration of gravity; �vo and
�vo� =total and effective vertical overburden stresses, respectively;
and rd=stress reduction coefficient

rd = �1.0 − 0.007 65z for z � 9.15 m

1.174 − 0.0267z for 9.15 m � z � 23 m
� �7�

where z=depth beneath ground surface in meters.
The CRR for fine contents �0.05 is the basic penetration cri-

terion for the simplified procedure and is referred to as the clean
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Fig. 4. P-R curve illustrating its basic elements. Dashed line repre-
sents the best P-R curve.
sand base curve, calculated for a magnitude of 7.5,
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CRR7.5
SPT =

1

34 − �N1�60
+

�N1�60

135
+

50

�10 · �N1�60 + 45�2 −
1

200

�8�

CRR7.5
CPT = �

0.833��qc1N�CS/1,000� + 0.05

for �qc1N�CS � 50

93��qc1N�CS/1,000�3 + 0.08

for 50 � �qc1N�CS � 160
� �9�

where CRR7.5
SPT=CRR for SPT; CRR7.5

CPT=CRR for CPT; �N1�60

=corrected SPT blow count and �30; and �qc1N�CS=clean sand
cone penetration resistance normalized to approximately 100 kPa.
Finally, liquefaction hazard is estimated in terms of factor of
safety �FS� against liquefaction by scaling the CRR to the appro-
priate magnitude and is given as

FS = �CRR7.5/CSR�MSF �10�

where MSF=magnitude scaling factor.

Bayesian Updating Method „Cetin et al. 2004;
Moss et al. 2006…

Cetin et al. �2004� and Moss et al. �2006� formulated the Bayesian
updating method for the probabilistic evaluation of liquefaction
potential using SPT and CPT data, respectively. The development
of a limit state model for the initiation of soil liquefaction using
the Bayesian approach begins with the selection of a mathemati-
cal model. The general form of the limit state function is g
=g�x ,��+�, where x is the set of predictive variables, � is the set
of unknown model parameters, and � is the random model cor-
rection term to account for the influences of the missing variables
and possible incorrect model forms. The limit state function as-
sumes that the liquefaction potential is completely explained by
the set of predictive variables and the model corrections � are
normally distributed with zero mean and standard deviation of �z.

The limit state function together with the field case histories
are used to develop the likelihood function. If the ith term in the
field case history is a liquefaction case g�xi ,��+�i�0 and con-
versely if the ith term in the field case history is a nonliquefaction
case g�xi ,��+�i�0. Thus, the likelihood function can be ex-
pressed as

L��,�z� = 	 P�g�xi,�� + �i � 0�Wliq · 	 P�g�xi,�� + �i � 0�Wnonliq

�11�

where Wliq and Wnonliq=correction terms to account for the class
imbalance in the field case history database due to the dispropor-
tionate number of liquefied versus nonliquefied field instances. In
order to determine the unknown model parameters �, the multi-
fold integrals over the Bayesian kernel evaluate the likelihood
function and the prior distributions of the model parameters.

The Bayesian updating method formulation to calculate the PL

using SPT data is presented in Eq. 19 of Cetin et al. �2004�. For a
deterministic assessment, Cetin et al. �2004� recommended using
a PL value of �0.15 as liquefiable, otherwise all remaining as
nonliquefiable. For the CPT data, the Bayesian formulation for
the PL is presented in Eq. 20 of Moss et al. �2006�. For the
deterministic analysis Moss et al. �2006� provided similar recom-

mendations for the probability values as in Cetin et al. �2004�.

EERING © ASCE / DECEMBER 2010

tion subject to ASCE license or copyright. Visithttp://www.ascelibrary.org



SVMs

SVM is an artificial intelligence algorithm used for classification,
regression, and novelty/outlier detection. The model development
using SVM involves a training/development phase in which a
series of instances of related inputs and target output values are
provided. The SVM implicitly maps these training instances into
a higher-dimensional feature space defined by a kernel function.
The kernel function helps to reduce the computational complexity
of explicitly projecting x and x� into the higher-dimensional
space. For example, a kernel function represents the dot product

��x� ,��x��� of a projection � :X→H

k�x,x�� = 
��x�,��x��� �12�

This is computationally simpler than explicitly projecting x
and x� into the higher-dimensional space �Scholkopf and Smola
2002�. During the training phase, a hyperplane separates the two
classes �i.e., liquefiable and nonliquefiable� of interest in the
higher-dimensional feature space, 
w ,��x��+b=0, corresponding
to the decision function, f�x�= �
w ,��x��+b�.

The vector w determines the orientation of the hyperplane and
the scalar b determines the offset of the hyperplane from its ori-
gin. In the higher-dimensional space, an infinite number of hyper-
planes may exist that can separate the two classes. However, one
hyperplane has the maximum margin of separation between the
two classes as shown in Fig. 5. This hyperplane that has the
maximum margin is called the optimal hyperplane and is con-
structed by solving the following constrained quadratic optimiza-
tion problem:

minimize t�w,	� =
1

2
�w�2 +

c

m
i=1

m

	i

subject to yi�
��xi�,w� + b� 
 1 − 	i, 	i 
 0 �i = 1, . . . ,m�

�13�

where m=number of instances in the training data set; yi=target
output values �i.e., liquefiable and nonliquefiable�; xi=input pa-
rameters; c=magnitude of penalty associated with incorrectly
classified training instances; and 	i=slack variable that indicates
the distance of the incorrectly classified instances from the opti-

Fig. 5. Illustrates a linearly separable two-class SVM problem, with
the center line representing the optimal hyperplane �classification
line� that separates the two classes. The dotted lines represent the
maximum margin, and the instances that fall along the maximum
margin, and the instances that are misclassified represent the support
vectors. Support vectors are circled.
mal hyperplane. Minimization of the first term in the objective
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function results in maximization of the margin, while the second
term tends to penalize the instances that are incorrectly classified.
The penalty term c allows the model to strike a balance between
these two competing criteria of margin maximization and error
minimization. A high value of c will force SVM to create a com-
plex prediction function with minimum error, while a lower c will
lead to a simpler prediction function with higher error. The in-
stances that fall along the maximum margin of the optimal hyper-
plane and the instances that are misclassified are called the
support vectors, and they carry all the relevant information about
the model.

In this research, we used the ksvm algorithm in the kernlab
package �Karatzoglou et al. 2006� of the R programming lan-
guage �R Development Core Team 2009� to solve the optimiza-
tion problem in Eq. �12�. The ksvm algorithm uses the sequential
minimal optimization algorithm to solve the quadratic optimiza-
tion problem. The ksvm algorithm provides several kernel func-
tions such as Gaussian radial basis, polynomial, linear, and
sigmoid. Previous research has documented that a linear kernel is
a special case of the radial basis and the sigmoid kernel behaves
like a radial basis for certain parameters �Keerthi and Lin 2003�.
Hence, we chose the Gaussian radial basis kernel, which is given
by

k�x,x�� = e−��x − x��2
�14�

where � controls the width of the Gaussian kernel. When a
Gaussian radial basis function for the SVM classification is em-
ployed, we optimize the two parameters: c and �. The SVM clas-
sification model was developed by using the methodology
recommended by Hsu et al. �2003� which can be used to predict
the label of any test example. However, many applications require
a posterior class probability P�y=1 /x� instead of predicting the
class label of a test example. Platt �2000� proposed a method for
approximating the posterior class probability that leaves the SVM
function unchanged and instead adds a trainable postprocessing
with regularized binomial maximum likelihood �Lin et al. 2007�.
A two parameter sigmoid function was used to approximate the
posterior class probability, where

P�y = 1/x� � PAB�f� �
1

1 + e�Af+B� �15�

with f = f�x� and each f i is an estimate of f�xi�. Optimal values for
A and B are determined by solving the regularized likelihood
optimization problem �with L for the liquefaction class and NL
for nonliquefaction class� which is given by minimizing
minz=�A,B�, where

F�z� = − 
i=1

m

�ti log�pi� + �1 − ti�log�1 − pi�� �16�

where pi= PA,B�f i�, and

ti = �
L + 1

L + 2
if yi = 1

1

NL + 2
if yi = − 1

i = 1, . . . ,m� �17�

The method of Platt �2000� integrating the regularized likelihood
with the SVM preserves the sparseness of the SVM while pro-

ducing probabilistic outputs.
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Thresholds for Liquefaction Triggering

In this section we present a new approach by combining project
cost information with the precision and recall �P-R cost curve� to
determine the optimal THL triggering. Here, we assume that for a
given project, the expected misclassification cost for the FP �CFP�
and the cost for the FN �CFN� are known. The P-R cost curve is a
tool that practicing engineers can use to find the optimal THL

triggering for a given project and to determine the uncertainty
associated with that decision. Fig. 6 presents a typical P-R cost
curve, which consists of two plots. Fig. 6�a� illustrates the choice
of the threshold versus precision and recall. For a given probabi-
listic approach, Fig. 6�a� is developed by varying the threshold
from 0 to 1 and calculating the corresponding precision and recall
values for each of these thresholds. Fig. 6�b� presents the optimal
THL versus the ratio of the CFP �CFP=cost of predicting a true
nonliquefaction instance as liquefaction� to the CFN �CFN=cost of
predicting a true liquefaction instance as nonliquefaction� abbre-
viated as CR. The optimal THL is approximated by minimizing
the cost

Table 2. Various Estimates of the Predictive Performance of the SPT-Base
Liquefaction and Nonliquefaction Occurrences

Approach OA
Recall

liquefaction
Precision

liquefactio

Youd et al. 2001 0.826 0.816 0.864

Cetin et al. 2004 �THL=0.15� 0.831 0.789 0.895

SVM 0.852 0.899 0.844

Cetin et al. 2004 �THL=0.5� 0.831 0.724 0.963
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Fig. 6. P-R cost curve used to determine the optimal threshold of
liquefaction �THL� triggering for probabilistic evaluation: �a� preci-
sion and recall versus threshold; �b� cost ratio versus optimal THL
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optimal�THL� j = min�FPi · CRj + FNi� �18�

where i=entire range of threshold from 0 to 1; FPi and FNi

=number of FP and FN values corresponding to i; CRj

= �CFP� j /CFN assuming that CFN=1; and the index j takes on the
range of the values of CR under consideration. We used a range of
CR from 0 to 1.2 �i.e., CFP=0 to CFP=1.2�CFN�. In practice, the
CFP and CFN can be computed based on the PBEE recommended
decision variables such as dollar losses, downtime, and deaths
�Krawinkler 2004�.

Results and Discussion

Performance of Deterministic Approaches

Using the validation statistics described above, we evaluated the
predictive performance of the deterministic approaches for the
assessment of liquefaction potential based on the SPT and CPT
data. For the deterministic case, Cetin et al. �2004� and Moss et
al. �2006� assigned THL values �0.15� in their probabilistic analy-
sis. Table 2 presents the comparison of the SPT-based approaches
from Youd et al. �2001� and Cetin et al. �2004� and the current
study using SVM. Comparing the OA for the three approaches, it
is evident that the SVM has the highest OA, whereas the ap-
proach of Youd et al. �2001� has the least OA. Since the SPT
database has a class imbalance of 56:44 �liquefaction:nonlique-
faction�, the OA alone cannot be used as an indicator of the pre-
dictive performance of the approaches. Therefore, liquefaction
and nonliquefaction classes are analyzed separately using recall,
precision, and F score. In the case of the liquefaction class, we see
that the SVM has the highest recall, whereas the model of Cetin et
al. �2004� has the highest precision. However, when we compute
the F score, which is the harmonic mean of precision and recall
using equal weights for both, we see that the SVM has the highest
F score, whereas Cetin et al. �2004� has the least F score. More-
over, both Youd et al. �2001� and Cetin et al. �2004� have similar
F-score values with the former having a slightly improved score
than the latter. In the case of the nonliquefaction class, we observe
that the model of Cetin et al. �2004� has the highest recall,
whereas the SVM has the highest precision. In addition, a com-
parison of the F scores indicates the SVM and the model of Cetin
et al. �2004� as having comparable F-score values for the non-
liquefaction case with the former having slightly better perfor-
mance. From Table 2, we observe using the F-score measure that
the SVM approach has improved the predictive performance of
both the liquefaction and nonliquefaction instances compared to
the approaches of Cetin et al. �2004� and Youd et al. �2001�. The
optimal values of c and � for the SVM approach for the SPT data

rministic Models: �1� OA and �2� Recall, Precision, and F Score for Both

ata set of Cetin et al. �2004�

F-score
iquefaction

Recall
nonliquefaction

Precision
nonliquefaction

F-score
nonliquefaction

0.8396 0.8391 0.784 0.811

0.839 0.885 0.77 0.823

0.871 0.793 0.862 0.826

0.827 0.965 0.736 0.835
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are 5.75 and 0.030 415, respectively. It is important to note that
although the approach of Cetin et al. �2004� has slightly improved
predictive capability compared to that of Youd et al. �2001� in the
nonliquefaction case, it has a lower predictive performance in the
liquefaction case.

Table 3 presents the comparison of the CPT-based approaches
from Youd et al. �2001� and Moss et al. �2006� and the current
study using SVM. Comparing the OA for the three approaches,
we see a similar trend to that of the SPT approaches with SVM
having the highest OA, whereas the approach of Youd et al.
�2001� has the least OA. However, the CPT database has greater
class imbalance �76:24, liquefaction:nonliquefaction� than the
SPT database. Hence again, the OA alone cannot be used as an
indicator to compare the predictive performance. Analyzing the
predictive performance based on the individual classes �liquefac-
tion and nonliquefaction� using precision, recall, and F score, we
observe that for the liquefaction class, the approach of Moss et al.
�2006� has the highest recall whereas the approach of Youd et al.
�2001� has the highest precision. A comparison of the F-score
measures shows that although Moss et al. �2006� had the best
recall and Youd et al. �2001� had the highest precision, SVM has
the best F-score measure for the liquefaction case using equal
weights for both precision and recall. We also see a very similar
result in the case of nonliquefaction instances where although
Youd et al. �2001� has the highest recall and Moss et al. �2006�
has the best precision, the SVM has the best F-score measure. The
optimal values of c and � for the SVM approach for the CPT data
are 371.25 and 0.001 71, respectively. The reason for the SVM
having a better F score than the approaches of Youd et al. �2001�
and Moss et al. �2006� is SVM has a more balanced predictive
performance in comparison to both liquefaction and nonliquefac-
tion instances as well as in comparison to precision and recall.
Whereas, in the case of Moss et al. �2006� the increase in F score
for liquefaction is at the cost of a poor F score for nonliquefaction
and vice versa in the case of Youd et al. �2001�. It is noted from
Tables 2 and 3 that compared the precision and recall values for
the liquefaction and nonliquefaction classes of the SPT and CPT
data set, the CPT nonliquefaction class has a large difference in
the precision recall values in all three approaches. Oommen et al.
�2010a� demonstrated that such a large difference in the precision
and recall values indicates that the data set has high sampling bias
and the predicted probabilities have large deviations from the ac-
tual probabilities.

In addition to analyzing the predictive capability of the Baye-
sian updating method �Cetin et al. 2004; Moss et al. 2006� for a
THL=0.15, we also analyzed its predictive capability for a THL

=0.5. The predictive performances for the THL of 0.15 and 0.5
are compared in Tables 2 and 3. It is observed that in the case of
SPT �Table 2� and CPT �Table 3� changing the THL from 0.15 to
0.5 does not improve the overall predictive performance or the

Table 3. Various Estimates of the Predictive Performance of the CPT-Bas
Liquefaction and Nonliquefaction Occurrences

Approach OA
Recall

liquefaction
Precision

liquefactio

Youd et al. 2001 0.846 0.877 0.917

Moss et al. 2006 �THL=0.15� 0.879 0.985 0.872

SVM 0.89 0.978 0.888

Moss et al. 2006 �THL=0.5� 0.857 0.913 0.9
F-score value of liquefaction whereas the F-score value for non-
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liquefaction has improved. It is also observed that as the THL

changes from 0.15 to 0.5 the recall decreases for liquefaction
whereas it increases for nonliquefaction. Similarly, the precision
increases for liquefaction whereas it decreases for nonliquefac-
tion. This result is as expected and indicates that several instances
of liquefaction are classified as nonliquefaction as the THL

changes from 0.15 to 0.5.

Performance of Probabilistic Approaches

We analyzed the predictive performance of the probabilistic
evaluation of liquefaction potential using ROC and P-R curves.
Figs. 7 and 8 present the evaluation of the SPT-based probabilistic
approaches using ROC and P-R curves, respectively. We observe
both the approach of Cetin et al. �2004� and the SVM approach as
having similar predictive performance with the former having
slightly improved AUC for both liquefaction and nonliquefaction
instances. Fig. 8 shows the P-R curve for the liquefaction case as
falling closer to the �1, 1� point than for the nonliquefaction case.
This indicates that both probabilistic approaches have better pre-
dictive capability for the liquefaction instances compared to the
nonliquefaction instances.

Figs. 9 and 10 present the evaluation of the CPT-based proba-
bilistic approaches using ROC and P-R curves, respectively. The
ROC curves for the liquefaction and nonliquefaction instances
show a similar performance to the SPT-based probabilistic ap-
proaches with the SVM having slightly lower AUC values than
for the method of Moss et al. �2006�. The comparison of the P-R
curves �Fig. 10� indicates a better predictability of the probabilis-
tic approaches for liquefaction compared to nonliquefaction. The
difference in the predictive performance between liquefaction and
nonliquefaction has increased for CPT-based data over the SPT
data. This difference in the predictive performance is indicative of
the sampling bias in the SPT and CPT data set. As the sampling
bias increases from the SPT to CPT data set the predictive per-
formance of the minority class decreases. This clearly indicates
that model development using both the Bayesian updating method
�Cetin et al. 2004; Moss et al. 2006� and SVM based approach is
sensitive to the sampling bias in the data set.

Comparing the probabilistic approaches based on the SPT and
CPT data sets, we conclude that considering both liquefaction and
nonliquefaction instances the SPT-based probabilistic approaches
have a slight advantage over the CPT-based probabilistic ap-
proaches. We hypothesize that this difference in performance is at
least in part due to the larger sampling bias in the CPT data set.

Choice of the Optimal Threshold of Liquefaction

In this section we use the P-R cost curves to determine the opti-
mal THL. Figs. 11 and 12 present the P-R cost curves for the SPT-

rministic Models: �1� OA and �2� Recall, Precision, and F Score for Both

ata set of Moss et al. 2006

F-score
iquefaction

Recall
nonliquefaction

Precision
nonliquefaction

F-score
nonliquefaction

0.897 0.744 0.653 0.695

0.925 0.534 0.92 0.676

0.931 0.604 0.896 0.722

0.907 0.674 0.7 0.69
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and CPT-based data sets. In Figs. 11 and 12 Plots a and c repre-
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Fig. 7. �Color� ROC curve for the SVM and probabilistic approaches of Cetin et al. �2004� based on the SPT data set
Fig. 8. �Color� P-R curve for the SVM and probabilistic approaches of Cetin et al. �2004� based on the SPT data set
Fig. 9. �Color� ROC curve for the SVM and probabilistic approaches of Moss et al. �2006� based on the CPT data set
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sent the precision and recall for the liquefaction case using the
SVM and the “Bayesian updating” probabilistic approaches, re-
spectively, whereas Plot b presents the optimal THL versus the
ratio of the CFP to the CFN for a given project �CR�. For the
deterministic evaluation, the recommended THL using the Baye-
sian updating is 0.15 for both the SPT and CPT data sets �Cetin et
al. 2004; Moss et al. 2006�. In the case of SPT �Fig. 11�, a THL of
0.15 corresponds to a CR�1 using the approach of Cetin et al.
�2004�, which implies that the CFN=CFP �cost of predicting a true
liquefaction instance as nonliquefaction=cost of predicting a true
nonliquefaction instance as liquefaction�. In the case of CPT �Fig.
12�, a THL of 0.15 corresponds to a CR�0.6 using the approach
of Moss et al. �2006�, which implies that the CFN=0.6 times the
CFP. We also observe from Fig. 11 that using any THL value in the
range of 0.05–0.60 will have the same cost as using the 0.15
recommended by Cetin et al. �2004�.

Tables 4 and 5 summarize the results illustrated in Figs. 11 and
12. We observe from Tables 4 and 5 that for the SPT data, the
approach of Cetin et al. �2004� has higher precision and recall
compared to the SVM for a CR range of 0.28–1.0, whereas for
the CPT data, the approach of Moss et al. �2006� and SVM ap-
proach have comparable precision and recall values.

By comparing multiple liquefaction models for both SPT and
CPT data with validation statistics, we have illustrated that the
predictive capabilities of the three modeling approaches are com-
parable in general; however, each model has distinct advantages
or disadvantages in terms of precision or recall for the different
classes. The individual model differences in terms of precision
and recall are at least in part a result of the model developer’s
decisions. By using model validation statistics, the models’
strengths and weaknesses are more transparent to the user. Using
robust and quantitative validation methods will better inform geo-
technical users and allow them to choose the method and optimal
THL �for probabilistic methods� that best suits a particular project,
given information on the costs associated with both outcomes of
liquefaction and nonliquefaction.

Case Study on the Applicability of P-R Cost Curve

In the case of new projects/buildings, the geotechnical engineer
faces challenges to present the level of liquefaction risk, so that
the owner/investor can decide whether or not to make the invest-

Fig. 10. �Color� P-R curve for the SVM and probabilist
ment or to increase the level of investment to improve its seismic
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performance and thus decrease the level of losses. Considering
two hypothetical cases �H-1 and H-2�, we illustrate how the P-R
cost curve can be used by a geotechnical engineer in practice for
determining the optimal THL for probabilistic assessment and
thereby quantitatively account for the costs associated with that
decision. For the above cases we calculated CR �the ratio of the
CFP to the CFN�. The CFP is equivalent to the cost of making the
mistake of classifying a site that would not liquefy as liquefiable.
This includes the extra cost that is incurred on the project for site
remediation, design, and construction. The CFN is equivalent to
the cost of making the mistake of classifying a site that would
liquefy as nonliquefiable. This includes the cost of the building,
the cost of lives, and the cost of downtime, which include the
time, the cost, and the business that would be lost during the time
to fix the building in the event of liquefaction. In the cases of H-1
and H-2, we assume that the CFP=$35 million, whereas the CFN

=$50 million. Thus, the resulting CR is equal to

CR = 35/50 = 0.7

We also assume that the PL’s for Cases H-1 and H-2 are 0.30 and
0.40, respectively, calculated using the Bayesian updating method
�Moss et al. 2006� with CPT data. From Fig. 12�b� or Table 5 we
observe that the optimal threshold for CR=0.7 using the Bayesian
updating method �Moss et al. 2006� with CPT data is 0.308,
which means a PL value �0.308 should be classified as liquefi-
able.

Since H-1 has PL value of less than 0.308, it is classified as
nonliquefiable, and since H-2 has PL value greater than 0.308, it
is classified as liquefiable. The P-R curve �Fig. 12�c�� helps us to
determine how confident we can be with this decision that they
are liquefiable and nonliquefiable. We observe from Fig. 12�c�
that the precision and recall values corresponding to the PL for
each case are H-1 �precision=0.894, recall=0.978� and H-2
�precision=0.897, recall=0.942�. Recall gives the chance that
concluding the site will not liquefy is wrong. Moreover, precision
gives the chance that concluding the site will liquefy is wrong. In
the case of H-1, a recall=0.978 means that there is 2.2% chance
for the decision that the site will not liquefy is wrong. Whereas, in
the case of H-2, a precision=0.89 means that there is 11% chance

roaches of Moss et al. �2006� based on the CPT data set
ic app
that concluding the site will liquefy is wrong.
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Database Limitations

The validation analyses indicated that the sampling bias is higher
in the CPT data set compared to the SPT data set and it can have
a significant impact on model performance. Therefore, future data
collection efforts should be focused on reducing the sampling bias
by developing a more representative sample of the actual popu-
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Fig. 11. P-R cost curve for the SVM and probabilistic
lation. Using the SVM model, one can also more closely examine
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the model and data space to identify other gaps in the data set.
Identifying gaps in data sets is extremely important for improving
empirical models because such gaps essentially amount in prac-
tice to extrapolation of an empirical model. The conventional em-
pirical approaches use the entire training data for the development
of the model, whereas the SVM uses a subset of the training data
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Fig. 12. P-R cost curve for the SVM and probabilistic approaches of Moss et al. �2006� based on the CPT data set
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fying the characteristics of these support vectors a priori can im-
prove the design associated with data collection efforts and in turn
result in improvements in the resulting empirical model using
SVM.

In the SVM model for classification, the support vectors define
the shape of the hyperplane that separates the two classes �lique-
faction and nonliquefaction� and they are the instances that fall
along the maximum margin of the optimal hyperplane and the
instances that are misclassified �Fig. 5� during the training phase
of the model development. The instances that are not support
vectors do not contribute to the model development. Support vec-
tors being points on the maximum margin closest to the hyper-
plane and instances that are misclassified, thus support vectors
have the highest uncertainty in terms of the class they belong to.

Table 4. P-R Cost Curve Summarized for the Approach of Cetin et al.
�2004� and SVM Approach Based on the SPT Data Set

Cost ratio �CR� range

Cetin et al. 2004

Optimal threshold Precision Recall

0�CR�0.11 0.002 0.692 0.99

0.11�CR�1.0 0.049 0.781 0.981

�1.0 0.596 0.923 0.77

SVM

0�CR�0.06 0.091 0.668 1

0.06�CR�0.28 0.187 0.729 0.99

0.28�CR�0.33 0.287 0.762 0.972

0.33�CR�0.42 0.295 0.777 0.963

0.42�CR�0.83 0.389 0.816 0.935

CR�0.83 0.488 0.85 0.889

Table 5. P-R Cost Curve Summarized for the Approach of Moss et al.
�2006� and SVM Approach Based on the CPT Data Set

Cost ratio �CR� range

Moss et al. 2006

Optimal threshold Precision Recall

0�CR�0.6 0.072 0.868 1

CR�0.6 0.308 0.894 0.978

SVM

0�CR�0.49 0.319 0.858 1

0.49�CR�0.99 0.505 0.888 0.978

CR�0.99 0.542 0.894 0.971

Fig. 13. �Color� Percentage of support vectors in the range of the pr
y-axis represents the range of the predictor variable and the colors
specifies that of all the instances available from the particular region
is less error and uncertainty in this region of the predictor variable.
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Having the highest uncertainty, the region close to the support
vectors requires further data collection to better constrain the em-
pirical model. Here, we have identified such regions by analyzing
the range of the predictor variables and the quantity of support
vectors in each of these ranges. One can divide the predictor
variable into different ranges based on equal intervals or based on
their probability distribution. Ideally, one would like to have a
low percentage of support vectors from each range of the predic-
tor variable �i.e., indication that there is low uncertainty in these
ranges�. The specific range in the predictor variable that needs
future data collection will be the one that has the highest percent-
age of support vector or the one with no data at all.

The five splits of the K-fold cross validation of the SPT data
had percentages of support vectors varying from 46 to 50%. Fig.
13 presents the distribution of the support vectors in the range of
the predictor variables for the training instances in split-1 of the
SPT data set. Split-1 has 156 training instances, of which 73 are
support vectors and the remaining 83 are nonsupport vectors
�47% support vectors�. The range of the predictor variables is
divided into equal intervals of 10. Fig. 13 illustrates how the
model uses the data and identifies regions of data space that are
not well constrained by the SVM model. We observe that of the
predictor variables, �N1�60 has the highest uncertainty in the range
of 15–28, CSR in the range of 0.05–0.17, Mw in the range of
6.5–7.5, and amax in the range of 0.01–0.2. In general, the lower
ranges of the predictor variables had higher uncertainty compared
to the higher ranges.

In the case of CPT data, the percentage of support vectors for
the five splits of the K-fold cross validation varied from 29 to
32%. Fig. 14 presents the distribution of the support vectors in the
range of the predictor variables for the training instances in split-1
of the CPT data set. Split-1 has 145 training instances, of which
46 are support vectors and the remaining 99 are nonsupport vec-
tors �31% support vectors�. Similar to the SPT data set, the range
of the predictor variables of the CPT data set was divided into
equal intervals of 10. Using Fig. 14, we can see regions of the
CPT model space that are not well constrained and require addi-
tional data collection. We observe that of the predictor variables
CSR has the least uncertainty and lowest percentage of support
vectors from the entire range of the data, whereas Rf has the
highest uncertainty. The specific ranges of the predictor variables
that need higher priority for data collection are values from 5.7 to
8.2 for qc1, �0.19 for CSR, 5.9–6.5 for Mw, �118 for �vo� , and
�2.3 for Rf.

r variables for the liquefaction evaluation based on the SPT data set.
nt the percent of support vector. Low percentage of support vector
few instances are support vectors, which in turn indicates that there
edicto
represe
only a
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A comparison of the percentage of support vectors in the train-
ing phase of the SPT �47%� and CPT �31%� data set shows that
the CPT data set provides better coverage or support for the
model. This is also substantiated with the higher OA, precision,
recall, and F score for liquefaction class with the approaches
based on CPT data compared to the SPT data �Tables 2 and 3�.
However, the approaches based on the SPT data have higher pre-
cision, recall, and F score for nonliquefaction class due to the
lower sampling bias. Therefore, data collection to improve the
CPT-based approaches should emphasize reducing the sampling
bias. Data collection for SPT-based approaches should try to fill
the identified data gaps.

Conclusions

In this study, we have critically compared the deterministic and
probabilistic ELMs based on SPT and CPT data to provide an
objective and quantitative validation framework to evaluate the
predictive performance and to inform the use of ELMs. For the
deterministic ELMs we compared �1� the simplified procedure,
�2� the Bayesian updating method, and �3� the SVM models,
whereas for the probabilistic ELMs we compared the �1� Baye-
sian updating method and �2� SVM. We also presented a new
optimization criterion for choosing the optimal THL for imple-
mentation of the probabilistic assessment of liquefaction, which
minimizes the overall costs associated with a particular project
design.

By comparing multiple liquefaction models for both SPT and
CPT data with validation metrics that are commonly used in sta-
tistics and artificial intelligence yet are uncommon in the geotech-
nical literature, we have illustrated that the predictive capabilities
are comparable in general. However, each model has distinct ad-
vantages or disadvantages in terms of precision or recall for the
different classes. These validation metrics will better inform geo-
technical users and allow them to choose the method and optimal
THL �for probabilistic methods� that best suits a particular project.

The following specific conclusions arise from the model vali-
dation results in this study:
• For the deterministic evaluation of liquefaction potential using

SPT data the simplified procedure has a slightly better predic-
tive capability than the Bayesian updating method for the liq-

Fig. 14. �Color� Percentage of support vectors in the range of the pr
y-axis represents the range of the predictor variable and the colors re
region.
uefaction class, whereas, the latter has a better predictive
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capability for the nonliquefaction class based on an overall
metric termed the F score.

• For the deterministic evaluation of CPT data, the Bayesian
updating method has a better predictive capability than the
simplified procedure for the liquefaction class and vice versa
for the nonliquefaction class.

• Based on the F score and OA, the SVM approach has a
slightly better predictive capability than the simplified proce-
dure and the Bayesian updating method for the deterministic
evaluation of both SPT and CPT data.

• The probabilistic evaluation of the liquefaction potential indi-
cates comparable performance for both SVM and Bayesian
updating method with the latter having slightly improved
AUC.

• The P-R cost curve is an efficient and objective approach to
determine the optimal THL and the associated risks associated
with the decision in the case of probabilistic evaluation. Prac-
ticing geotechnical engineers can use Tables 4 and 5 to deter-
mine the optimal THL when they evaluate the PL either based
on the Bayesian updating method �Cetin et al. 2004; Moss et
al. 2006� or the SVM approach based on the SPT or CPT data.
Perhaps the most important implication of this study is that the

recent improvements in liquefaction models have only marginally
improved their prediction accuracy. Thus, future efforts should
instead be focused on strategic data collection to enhance model
performance. It is in such future data collection efforts that the
use of support vectors may find particular value. Sampling bias in
both the SPT and CPT data sets results in a difference in predic-
tive performance for the three approaches between the liquefac-
tion and nonliquefaction classes. Comparing the P-R and ROC
curves for the different classes of the SPT and CPT data, it is
evident that the P-R curves are sensitive to the sampling bias
within the data set, whereas the ROC curves are not. Further data
collection efforts should aim to reduce such sampling bias. In
addition, support vectors can improve our understanding of the
ranges in data that tend to result in a high degree of prediction
uncertainty. Thus, support vectors can be useful for the design of
future data collection efforts.
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