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a b s t r a c t 

Ordinary least squares (OLS) regression offers a decision-oriented approach for modeling trends in annual peak 

flows. We introduce a two-stage OLS approach for nonstationary flood frequency analysis that (i) models changes 

in their central tendency (median) in response to environmental perturbations with one regression and then (ii) 

examines changes in the coefficient of variation (Cv) by running a second regression on Anscombe-transformed 

residuals from the first regression. Monte Carlo simulations show that this approach yields 100-year flood esti- 

mates with mean squared errors comparable to estimates made with an advanced generalized linear model-based 

method. Also, this second-stage regression often produces approximately normal residuals, which permits statis- 

tical inferences on Cv trends. Case studies illustrate the dramatic impact that decreasing and increasing Cv trends 

can have on 100-year floods. Findings motivate the incorporation of trends in variability in infrastructure design 

along with further research examining asymmetric changes in urban flood variability. 
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. Introduction 

Worldwide, floods cause an estimated $24 billion damage and the
oss of thousands of lives annually (Kundzewicz et al . , 2014) . Observed
nd anticipated increases in flooding have spawned many new sta-
istical methods for modeling changes in flood probability distribu-
ions over time (e.g. Strupczewski et al., 2001 ; Khaliq et al., 2006 ;
ogel et al., 2011 ; Salas et al., 2018 ) and in response to specific
nvironmental perturbations, such as climate change (e.g. Jain and
all, 2000 ; Kwon et al., 2008 ; Condon et al., 2015 ), urbanization (e.g.
eighley and Moglen, 2003 ; Villarini et al., 2009b ; Gilroy and Mc-
uen, 2012 ; Prosdocimi et al., 2015 ; Over et al., 2016 ; Oudin et al.,
018 ) and reservoir storage (e.g. López and Francés, 2013 ; Over et al.,
016 ). This includes numerous approaches that address the following
uestion: “What is the magnitude of a flood expected once every 100
ears (or another recurrence interval of interest) on average given cur-

ent conditions in a basin? ” While planners increasingly seek tools to
haracterize these changes, many national-level agencies are still work-
ng to establish design guidelines to reflect them. For instance, the
nited States’ Bulletin 17C notes that practices for adjusting design
oods for changes in basin conditions require more research before spe-
ific recommendations can be made ( England et al., 2018 , p. 23). Na-
ional institutions have recommended numerous safety factors, statis-
ical methods and mechanistic models for adjusting design flood esti-
ates for ongoing anthropogenic perturbations ( Kjeldsen et al., 2008 ;
adsen et al., 2013 ; Prosdocimi et al., 2014 ; ASFPM, 2016 (recently
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escinded, see FEMA and DHS, 2018 ); Ball et al., 2016 ), but few best
ractices have been established. Moreover, some fundamental questions
egarding changes in flood regimes, such as changes in urban flood vari-
bility, require more research before standard methods are instituted. 

Many flood frequency analyses (FFA) that account for ongoing
hanges in basin conditions have been criticized for improperly distin-
uishing between deterministic and stochastic components of change
e.g. Montanari and Koutsoyiannis, 2014 ; Serinaldi et al., 2018 ). True
hanges in probability distributions of stochastic phenomena, such as
recipitation, are more difficult to diagnose in small samples typical of
ydroclimatic records since they may be conflated with long-term per-
istence and other forms of natural variability (e.g. Cohn and Lins, 2005 ;
uke et al., 2016 ). However, unequivocal deterministic changes in phe-
omena that are not subject to sampling uncertainty stemming from in-
erannual fluctuations can also affect flood probability distributions. In
act, prior reviews have found that most annual maximum series (AMS)
f instantaneous peak flows which exhibit strong evidence of nonsta-
ionarity are associated with major deterministic basin changes, such
s urbanization (e.g. Villarini et al., 2009a ; Villarini and Smith, 2010 ).
his makes methods for adjusting FFA in basins that have undergone
uch deterministic changes especially compelling (e.g. Serinaldi and
ilsby, 2015 ). 

Changes in variability are a fundamental aspect of nonstationary FFA
NSFFA) that is increasingly receiving attention (e.g. Strupczewski et al.,
001 ; Cunderlik and Burn, 2003 ; Villarini et al., 2009a ; Delgado et al.,
010 ; Delgado et al., 2014 ; O’Brien and Burn, 2014 ; Condon et al.,
ember 2019 

https://doi.org/10.1016/j.advwatres.2019.103484
http://www.ScienceDirect.com
http://www.elsevier.com/locate/advwatres
http://crossmark.crossref.org/dialog/?doi=10.1016/j.advwatres.2019.103484&domain=pdf
mailto:jhecht@usgs.gov
https://doi.org/10.1016/j.advwatres.2019.103484


J.S. Hecht and R.M. Vogel Advances in Water Resources 136 (2020) 103484 

2  

d  

o  

r  

f  

a  

e  

U  

p  

fl  

K  

s  

n  

i  

t  

f  

h  

a
 

t  

s  

l  

o  

F  

n  

n  

m  

s  

c  

e  

(  

w  

a  

t  

s  

r  

i  

J  

f  

T  

d  

a  

t  

d
 

t  

v  

n  

a  

m  

fi  

u  

w  

s  

w  

s  

s  

g  

(  

1  

e  

r  

(  

i  

B  

2

 

u  

F  

L  

r  

a  

a  

i  

t  

h  

(  

S  

t  

s  

l  

w  

S  

a  

l  

o  

e  

i
 

m  

i  

S  

g  

T  

e  

a  

i  

m  

s
 

b  

t  

m  

s  

t  

o  

s  

U  

p  

S

2

2

 

m  

b  

m  

v  

t  

d  

t  

(  

t
 

m  

t  

a  

t  

S  

t  
015 ; Ahn and Palmer, 2015 ; Spence and Brown, 2016 ; Yu and Ste-
inger, 2018 ). This is especially critical given the greater sensitivity
f extreme design floods to trends in variability than to commensu-
ate trends in central tendency ( Katz and Brown, 1992 ). Yet, methods
or adjusting probability distributions for deterministic changes in vari-
bility stemming from urbanization and other deterministic phenom-
na are still not as developed as those for trends in central tendency.
rbanization can decrease annual flood variability, as increases in im-
ervious cover have been associated with greater increases in smaller
oods than larger ones (e.g. Hollis, 1975 ; USACE, 1993 ; McCuen, 2003 ;
jeldsen, 2010 ; Braud et al., 2013 ; Over et al., 2016 ). In contrast, cross-
ectional studies associating greater drainage densities with greater an-
ual flood variability ( Pallard et al., 2009 ) suggest that urbanization-
nduced increases in drainage density may also amplify flood variability,
hough this has not been assessed in urban areas with confined subsur-
ace drainage networks ( Ogden et al., 2011 ). Changes in precipitation
ave also failed to explain other observed increases in urban flood vari-
bility ( Villarini et al., 2009 ; Trudeau and Richardson, 2016 ). 

Practical approaches for characterizing changes in both the central
endency and variability of floods must address decision-makers and
takeholder concerns. Hecht (2017) and Serago and Vogel (2018) out-
ine many benefits of regression for NSFFA, which, taken together,
ffer numerous features well suited for decision-oriented analyses.
irst, its ease of use, effective graphical communication, and parsimo-
ious estimation of conditional moments makes it an attractive alter-
ative to many advanced methods. (See Serago and Vogel (2018) for
ore on the value of parsimonious models in FFA.) Second, regres-

ion offers decision-relevant information, including expressions of un-
ertainty (confidence and prediction intervals) and enables hypoth-
sis tests regarding the influence of covariates on changing floods
e.g. Kwon et al. 2008 ; Prosdocimi et al. 2014 ). Such tests are valid
hen model residuals are serially uncorrelated, normally distributed
nd homoscedastic (constant variance), or when standard error dis-
ortions from heteroscedastic (non-constant variance) residuals can be
ufficiently ameliorated using heteroscedasticity-consistent standard er-
ors (e.g. Long and Ervin, 2000 ) or through weighted or general-
zed least-squares regression ( Stedinger and Tasker, 1985 ; Kjeldsen and
ones, 2009 ). Regression also accommodates many smooth nonlinear
unctions through “ladders of powers ” transformations ( Mosteller and
ukey, 1977 ) as well as abrupt changes ( Bates et al., 2012 ), missing
ata ( Slater and Villarini, 2016 ), and analytical corrections to the vari-
nce of regression coefficients inflated by short- and long-term persis-
ence ( Matalas and Sankarasubramanian, 2003 ). Prior applications also
emonstrate its suitability for NSFFA. 

While curtailing heteroscedasticity to minimize standard error dis-
ortions is critical for many statistical applications, the non-constant
ariance of residuals also provides valuable information about a phe-
omenon’s variability, especially when associated with physical covari-
tes. One can use regression to model trends in variability by first
odeling changes in central tendency using one regression, and then
tting a second-stage regression on the transformed squared resid-
als from the first-stage regression ( Carroll and Ruppert, 1988 ). As
e show later, transforming squared first-stage residuals can produce

econd-stage residuals well approximated by a normal distribution,
hich enables statistical inferences on variability trends. This two-

tage regression approach, known variously as heteroscedastic regres-
ion (e.g. Smyth et al., 2001 ; Zheng et al., 2013 ), variance function re-
ression (e.g. Davidian and Carroll, 1987 ), or parametric dual modeling
 Robinson and Birch, 2000 ), has been used for over half a century ( Park,
966 ; Harvey, 1976 ). As Western and Bloome (2009) note, it has been
mployed in diverse disciplines, including for pharmacological dose-
esponse curves (e.g. Davidian and Haaland, 1990 ), fish survival rates
 Minto et al., 2008 ), housing prices ( Zhang et al., 2015 ), climate change
mpacts to crop yields ( Kelbore, 2012 ), ex-prisoner income ( Western and
loome, 2009 ), as well as many industrial applications ( Smyth et al.,
001 ). 
While other studies have modeled heteroscedasticity in contin-
ous hydrologic time series (e.g. Wang, 2005 ; Sun et al., 2017 ;
athian et al., 2019 ), few have used it to assess flood regimes.
atraverse et al. (2002) used a nonparametric form of local polynomial
egression robust to heteroscedasticity for regional quantile estimates
nd Lim (2016) examined it when characterizing the variable source
reas of urban flooding. Yet, the gap in practical methods for adjust-
ng design events for changes in variability that McCuen (2003) iden-
ified has lingered. Despite the benefits of OLS regression, few studies
ave examined its ability to model changes in the coefficient of variation
Cv) and incorporate them into design flood estimates. Recently, Yu and
tedinger (2018) applied a two-stage regression approach to estimate
rends in AMS variability, but their work differs from ours in three re-
pects. First, when estimating changes in variability, they used nonlinear
east-absolute value regression instead of OLS regression, the latter with
hich stakeholders and decision makers are likely to be more familiar.
econd, we also compare our OLS-based method to a more advanced
pproach combining iteratively weighted least squares and generalized
inear models (GLMs) ( Aitkin, 1987 ). Third, we evaluate the feasibility
f this model for urbanizing basins and parameterize our Monte Carlo
xperiment based on observed changes in annual peak flows in urban-
zing basins. 

To demonstrate our approach, we consider 100-year flood estimates
ade using the AMS of instantaneous peak flows in urbanizing basins

n the United States. (See Stedinger et al. (1993 , section 18.6.1) and
tedinger (2016 , Section 76.2.3) and associated references for further
uidance on when an AMS analysis is preferred over a POT one.) We use
otal Impervious Area (TIA) as an example of a physical covariate which
xhibits an unequivocal deterministic change over time. However, our
pproach can explore relationships between any covariate (e.g. climate
ndices) and annual floods. In addition, it can be extended to accom-
odate multiple covariates, including different ones in the first- and

econd-stage models. 
This paper is organized as follows. Section 2 introduces regression-

ased methods for adjusting design flood estimates for trends in both
he mean and variance of the natural logarithms of AMS, which are
onotonically related to real-space trends in the median and Cv, re-

pectively. Section 3 presents a Monte Carlo simulation experiment
hat compares the performance of four design flood adjustment meth-
ds. Section 4 provides case study illustrations and examines single-
ite trends in the median and Cv of AMS in urbanizing basins in the
nited States. Section 5 discusses limitations and possible extensions
ertaining to both model development and planning applications, while
ection 6 concludes. 

. Methods 

.1. Model overview 

In FFA, one typically uses maximum likelihood, L-moments or the
ethod of moments to estimate the parameters of a probability distri-

ution. Here, we use the method of moments, where the unconditional
oments of the natural logarithms of the AMS are replaced by their

alues conditioned upon physical covariates, i.e. explanatory variables,
o reflect deterministic changes to a basin’s flood response. We intro-
uce our approach using bivariate regression equations with the log-
ransformed AMS as the response variable and total impervious area
TIA) as the lone covariate (see Section 3 ). However, it can be extended
o multivariate models. 

While heteroscedastic regression can accommodate AMS approxi-
ating many distribution types (see Serago and Vogel, 2018 ), we in-

roduce our two-stage regression approach for AMS that arise from
 two-parameter lognormal (LN2) distribution. This distribution of-
en approximates AMS well under both stationary ( Beard et al., 1974 ;
tedinger, 1980 ; Vogel and Wilson, 1996 ) and nonstationary condi-
ions (e.g. Strupczewski et al., 2001 ; Vogel et al., 2011 ; Delgado et al.,
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Table 1 

Models for adjusting design floods to represent the most recent year of record. 

Log-space trends Real-space trends 

Abbrev. Model Name Mean ( 𝜇y ) S.D. ( 𝜎y ) Median ( Med Q ) Cv ( Cv Q ) Description 

S-LN2 Stationary LN2 No regression models needed. AMS follows LN2 

distribution with constant (covariate-invariant) 

parameters. 

HOM-NS-LN2 Homoscedastic 

Nonstationary LN2 

X X X One regression model produces AMS with LN2 

distribution with a covariate-conditional median. 

HET-NS-LN2 Heteroscedastic 

Nonstationary LN2 

X X X X Two regression models produce AMS with LN2 

distribution with a covariate-conditional median 

and Cv. 

IWLS-GLM Iteratively weighted 

least-squares 

(IWLS-GLM) 

X X X X Two regression models produce AMS with LN2 

distribution with a covariate- conditional median 

and Cv. 
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014 ; Prosdocimi et al., 2014 ). Under stationary conditions, this par-
imonious distribution can produce lower mean squared errors (MSE)
ssociated with quantile estimates than numerous three-parameter dis-
ributions often used in FFA ( Kuczera, 1982 ). This distribution is also
specially attractive for NSFFA because it requires just four estimated
arameters when the mean and variance of log-transformed values
hange linearly with one covariate ( Aissaoui-Fqayeh et al., 2009 ).
ogel et al. (2011) also demonstrate the promise of OLS regression for
odeling time-conditional LN2 distributions, as this model yields resid-
als which are well approximated by a normal distribution for over 75%
f 19,430 AMS at unregulated and regulated gauging records of at least
en years in the United States. However, we emphasize that this ap-
roach could be applied to other two- and three-parameter probability
istribution functions (pdfs) often used in FFA, including the general-
zed extreme value (GEV) and log-Pearson type III (LP3) pdfs, provided
he resulting regressions exhibit normally distributed and uncorrelated
esiduals (see Serago and Vogel, 2018 ). 

Consider a logarithmic transformation of the AMS discharges Q: 

 = ln ( 𝑄 ) (1)

If Q follows a LN2 pdf, then Y is normally distributed. Here, we
resent a two-stage regression modeling procedure, which yields es-
imates of the mean and variance of Y conditioned on the value of
 physical covariate exhibiting a deterministic change. We define the
onstationary flood quantile function of discharge Q with covariate-
onditional moments as follows: 

 𝑝 |𝜔 = exp 
(
𝜇𝑦 |𝜔 + 𝑧 𝑝 𝜎𝑦 |𝜔 ) (2) 

here Q p | 𝜔 is the annual flood with non-exceedance probability p for
 covariate value 𝜔 , 𝜇y | 𝜔 and 𝜎y | 𝜔 are the conditional mean and stan-
ard deviation, respectively, of the logs of the AMS, and z p is a standard
ormal variate. For an LN2 distribution, a trend in the log-space mean
orresponds to a trend in the real-space median because the mean of
ogs is the 50 th percentile (median) of the LN2 distribution. A trend in
he log-space mean 𝜇y | 𝜔 also implies a commensurate trend in the real-
pace variance, which, in turn, enables the real-space Cv to remain un-
hanged. Also, when there is no trend in the log-space variance, there is

o trend in the real-space Cv either since 𝐶 𝑣 𝑄 = 

√ 

exp ( 𝜎2 
𝑦 
) − 1 . Thus, we

enceforth refer to trends in the mean and variance of log-transformed
MS as trends in the median and Cv, respectively. 

Next, we derive conditional moments of Y corresponding to AMS
rising from an LN2 distribution as an example. First, we derive a
onstationary LN2 quantile function using a homoscedastic regression
odel with trends in the mean of the logs, but no error variance trend,

.e. the real-space Cv is constant. Then, we turn to a heteroscedastic
odel that considers temporal changes in the log-space error variance

real-space Cv) as well as the mean of the logs (real-space median). Fi-
ally, we compare quantile estimates from these derived models to ones
rom an iteratively weighted least square – generalized linear model
 Aitkin, 1987 ). Table 1 summarizes these four models. 
.2. Homoscedastic nonstationary regression model (HOM-NS-LN2) 

Numerous NSFFA studies, including Vogel et al. (2011) ,
rosdocimi et al. (2014) , Read and Vogel (2015) , Over et al. (2016) ,
u and Stedinger, (2018) and Serago and Vogel (2018) , have employed
 linear regression of the natural logarithms of the AMS Y = ln ( Q ) on
n explanatory variable 𝜔 : 

 = β0 + β1 ω + ε (3)

here 𝛽0 and 𝛽1 are regression coefficients and 𝜀 is a nor-
ally distributed, zero-mean error term with a constant variance.
ver et al. (2016) show that models with this functional form nicely
haracterize the response of AMS to linear increases in TIA in the
hicago metropolitan area. When the residuals 𝜀 in (3) are homoscedas-
ic and normally distributed, further statistical inferences can be made
n 𝛽0 and 𝛽1 along with the overall model. Since the expected value of
he residuals is zero, the conditional expectation of Y is: 

 [ 𝑌 ( ω ) ] = 𝜇𝑦 |𝜔 0 = 𝛽0 + 𝛽1 ω 0 (4)

here 𝜇𝑦 |ω 0 denotes that the mean of Y is conditioned upon a covariate
f a given value 𝜔 0 . 

In a regression model, trends in the conditional mean directly im-
act the error variance estimated with residuals and, consequently, they
ffect the conditional variance. One can partition the variance of a de-
endent variable Y into two components: one explained by a covariate
rend and another one comprised of the unexplained variance: 

2 
𝑦 
= 𝛽2 𝜎2 

𝜔 
+ 𝜎2 

𝜀 
(5) 

This equation is best understood by considering two extreme cases:
i) when a trend is perfectly explained by the regression (i.e. 𝜎2 

𝑦 
= 𝛽2 𝜎2 

𝜔 
) ,

ll data fall exactly on the trend line and the residual variance disappears
ntirely, and (ii) when there is no trend, the variance in the depen-
ent variable arises strictly from the error variance alone (i.e. 𝜎2 

𝑦 
= 𝜎2 

𝜀 
) .

eanwhile, the variance of Y conditional upon a given covariate 𝜔 0 is
qual to the model error variance 𝜎2 

𝜀 
since 𝛽0 , 𝛽1 , and 𝜔 0 are all constant:

 𝑎𝑟 
(
𝑌 |ω 0 ) = 𝜎2 

𝑦 |𝜔 0 = 𝜎2 
𝜀 

(6)

Next, when errors are homoscedastic (constant), 𝜎2 
𝜀 

is: 

2 
𝜀 
= 𝜎2 

𝑦 
− 𝛽2 1 𝜎

2 
𝜔 

(7) 

Importantly, when estimating 𝜎2 
𝜀 

from residuals of a bivariate regres-
ion, a degrees of freedom correction factor n-2 produces an unbiased
stimate of the error variance: 

̂ 2 
𝜀 
= 

1 
( 𝑁 − 2 ) 

𝑁 ∑
𝑖 =1 

(
𝑦 𝑖 − �̂� 𝑖 

)2 
(8) 

here N is the AMS length, while y i and �̂� 𝑖 are the observed and mod-
led annual peak flows, respectively. Thus, HOM-NS-LN2 quantiles con-
itioned on a single covariate 𝜔 0 are estimated as follows: 

 𝑝 |𝜔 0 = exp 
(
𝜇𝑦 |𝜔 0 + 𝑧 𝑝 𝜎𝑦 |𝜔 0 

)
= exp 

(
𝛽0 + 𝛽1 𝜔 0 + 𝑧 𝑝 𝜎𝜀 

)
(9) 
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Note that (7) can also be expressed in terms of the Pearson correla-
ion coefficient 𝜌𝜔 , y : 

2 
𝑦 |𝜔 = 𝜎2 

𝜀 
= 

(
1 − 𝜌2 

𝜔,𝑦 

)
𝜎2 
𝑦 

(10)

here 𝜌𝜔,𝑦 = 𝛽1 
𝜎𝜔 

𝜎𝑦 
. Many prominent FFA studies (e.g. Stedinger and

riffis, 2011 ; Vogel et al., 2011 ; Prosdocimi et al. 2014 ; Luke et al.,
016 ) have not considered reductions in the conditional variance of Y
roportional to 𝜌2 

𝜔,𝑦 
given in (10) . Read and Vogel (2015) also show

hat reductions in 𝜎2 
𝑦 |𝜔 also lower the conditional real-space Cv Cv Q | 𝜔 as

ollows: 

 𝑣 𝑄 |𝜔 = 

√ (
𝐶 𝑣 𝑄 + 1 

)(1− 𝜌𝜔,𝑦 2 ) − 1 (11)

.3. Heteroscedastic nonstationary regression model (HET-NS-LN2) 

Next, heteroscedastic regression model residuals imply that the Cv
f an AMS changes with physical covariate values. We derive a cou-
led, two-stage regression model for modeling heteroscedastic residu-
ls (HET-NS-LN2) that ensures zero-mean residuals, preserves the sign
f the residuals, and allows the Cv to vary with a covariate (see Ap-
endix A). The parameters of this variance model can be estimated with
 second OLS regression, which, in turn, yields residuals likely to fol-
ow an approximately normal distribution. We replace the covariate-
ndependent error terms from (3) with covariate-dependent ones so
hat: 

 𝜔 = 𝛽0 + 𝛽1 𝜔 + 𝜀 𝜔 = 𝛽0 + 𝛽1 𝜔 + sign 
(
𝜀 𝜔 

)[
𝛾0 + 𝛾1 𝜔 + 𝜑 𝜔 

]3∕2 
(12)

here 𝛾0 and 𝛾1 are regression coefficients, and 𝜑 𝜔 is a normally dis-
ributed, zero-mean error term with a constant variance. This expres-
ion keeps the expected value of estimated residuals �̂� 𝜔 at zero and pre-
erves their sign. As explained below, (12) also enables us to estimate
he covariate-dependent error variance with a second-stage regression
odel that relates a covariate to the first-stage model errors in (3) raised

o the two-thirds power, i.e. 𝜀 2∕3 𝜔 . While we illustrate this second-stage
egression using the covariate 𝜔 from the first-stage model, different co-
ariates may be used for each stage (e.g. an indicator of urbanization for
hanges in the median and a climate index, such as the North Atlantic
scillation, for changes in the Cv). 

Since (12) preserves the zero-mean property of 𝜀 𝜔 , the conditional
ean E [ Y | 𝜔 0 ] is identical to the conditional mean of HOM-NS-LN2, i.e.
[ 𝑌 |𝜔 0 ] = 𝜇𝑦 |𝜔 0 = 𝛽0 + 𝛽1 𝜔 0 . Thus, Var [ 𝛽0 + 𝛽1 𝜔 0 ] = 0, 𝑉 𝑎𝑟 ( 𝑌 |ω 0 ) =
2 
𝑦 |𝜔 0 = 𝜎2 

𝜀 |𝜔 0 . Next, since 𝐸[ 𝜀 2 
𝜔 
] = 𝜎2 

𝜀 |𝜔 , fitting an OLS regression with 𝜀 𝜔 
2 

s the response variable and 𝜔 as the explanatory variable may appear
seful for estimating 𝜎2 

𝑦 |𝜔 0 and making inferences regarding the asso-

iated trend. However, if residuals from the first-stage regression are
ormally distributed, its squared residuals will follow a highly skewed
2 distribution. If these squared residuals are then used as the response
ariable in a second-stage regression, the second-stage residuals are un-
ikely to be normally distributed. In contrast, if we raise the first-stage
esiduals in (12) to the two-thirds power, we obtain a response variable
hat follows an approximately normal distribution, except at its lower
ail (see Appendix B): 

 

2∕3 
𝜔 = 𝛾0 + 𝛾1 𝜔 + 𝜑 𝜔 (13)

If this second-stage regression also yields normally distributed resid-
als, we can make statistical inferences on the second-stage model along
ith its coefficients 𝛾0 and 𝛾1 . The transformation to the two-thirds
ower represents a simplified version of the Anscombe (1953) trans-
ormation, which converts variables arising from Gamma distributions -
f which the 𝜒2 distribution is a special case - to approximately normal
nes ( Carroll and Ruppert, 1988 ). While this approach has been ap-
lied to transform Gamma-distributed wet-day precipitation data (e.g.
handler and Wheater, 2002 ; Kigobe et al., 2011 ), we could not find
ny flood applications. 
Ultimately, we want to use 𝛾0 and 𝛾1 to estimate 𝜎2 
𝑦 |𝜔 0 . Since 𝜎2 

𝑦 |𝜔 0 =
2 
𝜀 |𝜔 0 = 𝐸[ 𝜀 𝜔 2 ] , it follows that: 

2 
𝑦 |𝜔 0 = 𝐸 

[ (
𝜀 
2∕3 
𝜔 

)3 
] 
= 𝐸 

[(
𝛾0 + 𝛾1 𝜔 + 𝜑 𝜔 

)3 ]
(14)

Importantly, one must include the error term 𝜙𝜔 in (14) or else the
stimate of 𝜎2 

𝑦 |𝜔 0 may be severely downward biased. This leads to the

ollowing expression for the conditional variance: 

2 
𝑦 |𝜔 0 = 

(
𝛾0 + 𝛾1 𝜔 0 

)3 + 3σ2 
𝜑 

(
𝛾0 + 𝛾1 𝜔 0 

)
(15)

The second term on the right-hand side of (15) is proportional to the
rror variance of the second-stage model 𝜎2 

𝜑 
, which tends to comprise a

arge portion of the total variance of 𝜀 2/3 . In fact, R 

2 values of the con-
itional Cv model range from just 0.06 to 0.24 at sites with Cv trends
ignificant at the 95% level (see Section 3 ). In other words, 𝜎2 

𝜑 
explains

6% to 94% of the variation in 𝜀 2/3 . Yet, even though Cv trends explain
 small fraction of the overall interannual variability, neglecting this
econd term can cause estimates of extreme floods at sites with increas-
ng median and Cv trends to be lower than estimates only considering
edian trends. When estimating σ2 

𝜑 
, the degrees-of-freedom correction

actor in (8) should also be used. 
Next, by substituting (15) into (9) , we obtain the HET-NS-LN2

uantile function for adjusting design floods with a given annual non-
xceedance probability p conditioned on a given covariate value 𝜔 0 (see
ppendix A for a full derivation): 

 𝑝 |𝜔 = exp 
(
𝜇𝑦 |𝜔 0 + 𝑧 𝑝 𝜎𝑦 |𝜔 0 

)
= exp 

[ 
𝛽0 + 𝛽1 𝜔 0 + 𝑧 𝑝 

√ (
γ0 + γ1 𝜔 0 

)3 + 3σ2 
𝜑 

(
γ0 + γ1 𝜔 0 

)] 
(16) 

.4. An advanced two-stage approach with generalized linear models 

IWLS-GLM) 

We compared the HET-NS-LN2 model to a more sophisticated two-
tage modeling approach using generalized linear models (GLMs). GLMs
ccommodate dependent variables with non-normal distributions be-
onging to the exponential family of distributions. Aitkin (1987) showed
hat using iteratively (re)weighted least squares (IWLS) estimation
ith variance estimates from Gamma GLMs with log link func-

ions yields asymptotic maximum likelihood estimates. This prevents
eteroscedasticity-induced errors in residual estimates from propagat-
ng to the Cv trend model. Although we assume a different variance
hange trajectory than Aitkin (1987) , these benefits of IWLS-GLM also
ake it an attractive procedure for our approach. Despite these ben-

fits, NSFFA studies have not used IWLS-GLM, as other prior stud-
es using GLMs have either assessed changes in location parameters
 Clarke, 2001 ; Clarke, 2002 ; Aissaoui-Fqayeh et al., 2006 ; Najibi and
evineni, 2018 ), or variability in the number of coastal nuisance floods
 Vandenberg-Rodes et al. , 2016 ). 

The iterative IWLS-GLM approach is implemented as follows: 

1. Fit the HOM-NS-LN2 model (assuming equal weights for just the
first iteration) 

2. Square residuals of the HOM-NS-LN2 model. 
3. Fit a second-stage gamma GLM with a log link function using the

glm2 package in R statistical software ( R Core Team 2019 ). 
4. Use reciprocals of fitted values of (3) as weights when fitting

HOM-NS-LN2 in the next iteration. Repeat until convergence.
(We did this ten times to ensure convergence to four decimal
places.) 

This method produces estimates of the conditional mean and vari-
nce that can subsequently be inserted into the conditional quantile
unction in (2) to compute the 100-year flood. 
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Fig. 1. Range of percent errors (percent bias) of 100-year flood estimates from simulated 50-year records sampled from LN2 annual flood distribution with Cv = 1 
and various trends in the median and Cv for (1) S-LN2, (2) HOM-NS-LN2, (3) HET-NS-LN2, and (4) IWLS-GLM. Boxes show interquartile ranges of estimates, and the 

solid black points within them indicate the mean for each method. The whiskers extend from minimum values to 1.5 ∗ interquartile range from the 75th percentile. 

Outliers above this upper bound are shown as points. 
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. Monte Carlo simulation experiment 

We conducted a Monte Carlo experiment to assess the accuracy of
ur design flood estimates for the last year of simulated 50-year records
hen using the four estimation methods listed in Table 1 . We generated

andom samples of length 50 from a uniform distribution ranging from
ero to one. Then, we treated these values as non-exceedance probabili-
ies and computed annual flood values using covariate-conditional LN2
istributions with known initial parameters and change trajectories. We
pplied a three-factor experimental design in which we simulated 50-
ear AMS with different initial real-space Cv values, and different cor-
elations driving their median and Cv trends ( 𝜌𝜔 , y , 𝜌𝜔, 𝜀 2∕3 ) based on our
02-station sample of urbanizing basins (see Section 4.3 ). We focused
n cases with increases in the median and either increases or decreases
n the Cv. Given planner interests in minimizing bias, uncertainty and
orst-case outcomes, we computed the percent error distributions, per-

ent bias (PBIAS), fractional root mean squared errors (fRMSE) and max-
mum possible over- and under-design errors of conditional quantile es-
imates for the last year of record from a set of 10,000 simulations.
his experiment does not address general sampling issues that can cause
ownward biased estimates of the true 100-year flood value of a popu-
ation ( Stedinger, 1983 ). See Appendix D for more details on the exper-
mental design and results. 

The simulation experiments demonstrate that HET-NS-LN2 under-
redicts the 100-year flood when there is an increasing Cv trend and
verpredicts it when there is a decreasing one ( Fig. 1 ). This transforma-
ion over-predicts lower-tail values and slightly underpredicts upper-tail
nes (see Appendix B). As expected, design flood estimates consider-
ng modeling Cv trends (when present) are more accurate than ones
hat only consider trends in the median. The simulations of decreasing
v trends also suggest that the S-LN2 quantile estimate may be better
han HOM-NS-LN2 for modeling changes in extreme floods in urbaniz-
ng basins. 

One pervasive question in nonstationary hydrology is whether the
eduction in bias from adding model parameters is worthwhile given
he increase in uncertainty that it can induce. For instance, Yu and Ste-
inger (2018) found that modeling changes in the Cv (log-space variance
n their paper) only improves the RMSE under extreme changes. Yet, in
his study, HET-NS-LN2 consistently registers a lower fRMSE than HOM-
S-LN2, which suggests that the bias reduction benefits of modeling Cv

rends outweigh the increase in variance stemming from the addition of
nother parameter ( Fig. 2 ). (See figures for other Cv values in Appendix
.) 

We also compared HET-NS-LN2 and IWLS-GLM. As expected, IWLS-
LM estimates were considerably less biased. However, HET-NS-LN2

egisters a lower fRMSE than IWLS-GLM, especially when the Cv is in-
reasing. Also, maximum overdesign errors are larger under IWLS-GLM
han HET-NS-LN2 when the Cv is increasing but slightly smaller when
t is decreasing. In contrast, maximum under-design errors are slightly
reater under IWLS-GLM regardless of the Cv trend direction. Thus,
hoices between these two methods depend on a decision maker’s pref-
rence for unbiasedness versus minimizing uncertainty and worst-case
utcomes. In addition, one could bias-correct HET-NS-LN2 results, as
ts bias is markedly correlated with the Cv (see Appendix D). However,
e believe that other procedures for modeling Cv changes should be

valuated before attempting bias correction (see Section 5 ). 
Finally, one must remember that this experiment only evaluates

ET-NS-LN2 when simulated AMS originate from an LN2 distribution
nd the changes in moments follow the same trajectories that mod-
ls assume. When the true Cv trend model followed the exponential
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Fig. 2. Fractional root mean squared errors (fRMSE) of 100-year flood estimates from simulated 50-year records from (1) S-LN2, (2) HOM-NS-LN2, (3) HET-NS-LN2 

and (4) IWLS-GLM. Simulated records sampled from LN2 annual flood distributions with Cv = 1 and various trends in the median and Cv indicated with correlation 

coefficients. 
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hange trajectory that the Gamma GLM model assumes, HET-NS-LN2
till yielded lower fRMSE values than IWLS-GLM did for many trend
ombinations (see Appendix D). In practice, distribution types and
hange trajectories are unknown and prone to misspecification, which
akes a more detailed robustness analyses examining the performance

f our models when these assumptions are incorrect a natural sequitur
o this study. 

. Applications 

.1. Urbanization effects on floods 

Many aspects of urbanization alter flood regimes, leading to a wide
ange of responses (e.g. Smith et al., 2013 ; Salvadore et al., 2015 ;
hou et al., 2017 ; Diem et al., 2018 ; Kokkonen et al., 2018 ). These urban
rivers include increased impervious cover, soil compaction, stormwa-
er routing and detention (e.g. Ogden et al., 2011 ; Miller et al., 2014 ), in-
reased channel width and reduced overbank storage ( Hirsch, 1977 ), re-
urn flows ( Allaire et al., 2015 ; Oudin et al., 2018 ), groundwater pump-
ng ( Hopkins et al., 2015 ), induced recharge ( Locatelli et al., 2017 ), and
hanges in precipitation due to urban heat islands ( Yang et al., 2014 ).
nderlying drivers of change, such as population growth, that lead to

hese hydrological impacts have also been identified ( USACE, 1993 ;
illarini et al., 2009 ). Given these myriad flood-altering mechanisms,
ne major challenge with characterizing changes in urban flooding
s the selection of indicators to represent urbanization. Standard ap-
roaches based on the percentage of total impervious area (TIA) have
een criticized, especially in cross-sectional studies, because the rela-
ionship between TIA and flooding varies due to underlying soil types
 Gregory et al., 2006 ), stormwater and drainage infrastructure (e.g.
eopold et al., 1968 ; Ogden et al., 2011 ; Miller et al., 2014 ; Zhou et al.,
017 ), the connectivity and spatial location of impervious cover (e.g.
ejia and Moglen, 2010 ; Ferreira et al., 2015 ; Debbage and Shep-
ard, 2018 ), as well as its diverse and time-variable hydrologic prop-
rties ( Redfern et al., 2016 ), and mapped spatial resolution ( Lee and
eaney, 2003 ; Weng, 2012 ). However, we argue that TIA is a suitable
etric given our goal of demonstrating a method for adjusting design
oods at individual sites where deterministic changes in the central ten-
ency and variability of flooding are evident. 

.2. Illustrative case studies 

We illustrate our NSFFA method with two case studies in
mall urbanizing basins, where prior studies have also documented
rbanization-induced increases in flooding. 

.2.1. Increase in median, increase in Cv 

The Aberjona basin in the Boston metropolitan area offers a natural
aboratory for examining urbanization-induced changes in flooding (Al-
aire et al., 2015; Serago and Vogel, 2018 ; Villarini et al., 2018 ). The
berjona River at Winchester station (Gage ID = 01102500, drainage
rea = 61.9 km 

2 ) has recorded instantaneous peak flows since 1940.
ere, TIA increases from 24.7% in 1940 to 37.7% in 2010. Fig. 3 demon-

trates that trends in the median ( 𝜌𝜔 , y = 0.46, p < 0.01) and Cv ( 𝜌𝜔, 𝜀 2∕3 =
.29, p = 0.01) exhibit highly significant positive correlations with TIA.
t also shows that the stationary 100-year flood (44.9 m 

3 /s) roughly
quals the flood of record (45.0 m 

3 /s). Under HOM-NS-LN2, the cur-
ent 100-year flood rises to 53.0 m 

3 /s, an increase of 18%. Incorporat-
ng the Cv trend raises the 100-year flood to 64.9 m 

3 /s, which is 45%
reater than the S-LN2 value. A Probability Plot Correlation Coefficient
PPCC) normality test fails to reject the null hypothesis that the resid-
als of the second-stage regression are normally distributed ( p = 0.39).
 modified Breusch-Pagan test ( Breusch and Pagan, 1979 ), in which we
egressed 𝜀 2/3 on 𝜔 , also confirmed their homoscedasticity ( p = 0.86).
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Fig. 3. Comparisons of nonstationary frequency curves for the Aberjona River at Winchester, Mass. (USGS 01102500) using: (a) conditional median regression (HOM- 

NS-LN2), (b) conditional Cv regression (HET-NS-LN2), and (c) quantile estimate comparison for floods with different frequencies under current (2016) conditions. 
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ogether, these tests validate statistical inferences from the second-stage
odel. Recent increases in total and extreme precipitation ( Ahn and
almer, 2015 ; Huang et al., 2017 ), have not translated to increases in
he Cv of annual floods in many less urbanized basins in eastern New
ngland. Moreover, Hodgkins et al. (2017) find a lack of a contempora-
eous increase in floods with recurrence intervals of 25–100 years in the
ortheastern United States. While further research is needed to untangle
he effects of recent climatic fluctuations, including inter-decadal oscil-
ations (see Armstrong et al., 2014 ; Berton et al., 2017 ) and an abrupt in-
rease in extreme precipitation ( Huang et al., 2017 ) from urban-induced
hanges in the Aberjona basin, the evidence presented strongly suggests
hat urbanization contributes to the increasing Cv here. 

.2.2. Increase in median, decrease in Cv 

Fig. 4 shows that the AMS at the River Rouge at Birmingham, Michi-
an station (USGS ID 04166000, drainage area = 86.2 km 

2 ), which has
een operating since 1951, exhibits an increasing median and a de-
reasing Cv. The TIA of this basin, located in the western suburbs of
he Detroit metropolitan area, steadily increased from 8.2% in 1950
o 24.7% in 2010. Fig. 4 exhibits a clear increase in the lower bound
f the AMS while the upper bound has remained relatively constant.
he lower bound continues to increase after 1970, a year when annual
recipitation increased abruptly in the eastern U.S. (e.g. McCabe and
olock, 2002 ). This provides another line of evidence that smaller an-

ual floods have increased more than large ones. Aichele (2005) also
etected an increase in maximum daily flows with a 1% exceedance
robability between 1970 and 2003 at a 90% significance level and as-
ociated it with a 20% increase in residential area between 1980 and
000. While Beam and Braunscheidel (1998) note that combined sewer
verflows also contribute to peak runoff, there are no large flood-control
eservoirs in the basin. A major drought from 1960–1967 ( Paulson et al.,
991 ) may also enhance the median flood trend. 

Overall, the increase in TIA exhibits a highly significant positive cor-
elation ( 𝜌𝜔 , y = 0.47, p < 0.01) with the log-transformed annual floods
hile TIA has a highly significant negative correlation ( 𝜌𝜔, 𝜀 2∕3 = −0 . 37 ,
 < 0.01) with the Anscombe-transformed residuals. We could not reject
he null hypotheses of normality and homoscedasticity of the second-
tage residuals using a PPCC normality test ( p = 0.39) and our modified
reusch-Pagan test for residual heteroscedasticity ( p = 0.21), respec-
ively. Importantly, accounting for the decreasing Cv trend in addition
o the increasing median trend lowers the 100-year flood estimate by
8.8% - from 50.1 m 

3 /s with HOM-NS-LN2 to 35.7 m 

3 /s under HET-NS-
N2, which is even 13% lower than the S-LN2 estimate of 41.1 m 

3 /s. 
However, Fig. 4 does not display strong visual evidence of a decrease

n low-frequency events. A major reason for which the HET-NS-LN2 100-
ear flood is lower than its S-LN2 counterpart is that HET-NS-LN2 as-
umes a symmetric decrease in the variance of log-transformed annual
eak flows, whereas numerous prior studies demonstrate a greater ten-
ency for smaller floods to increase than for larger floods to decrease. A
econd reason is that the S-LN2 estimate may be upward biased because,
hen assuming stationarity, the site has a negatively skewed distribu-

ion (-0.59). While a nonstationary distribution fits quite well ( p = 0.59),
e must reject the stationary LN2 distribution of the AMS at this site
sing a PPCC normality test ( p < 0.01). See Appendix C for a more
etailed explanation. This discrepancy highlights problems with direct
omparisons of stationary and non-stationary distributions, a challenge
hat motivated Serago and Vogel (2018) to create nonstationary proba-
ility plots to evaluate their goodness-of-fit. 

.3. Flood trends in urbanizing basins of the United States: a preliminary 

nalysis 

.3.1. Identifying urbanizing basins with changing AMS 

Numerous recent studies have analyzed floods in urbanizing basins
hroughout the United States (e.g. Salavati et al., 2016 ; Chao Lim, 2016 ;
uke et al., 2016 ; Oudin et al., 2018 ). We examined trends in the log-
pace mean (real-space median) and log-space variance (real-space Cv)
n 202 urbanizing basins with at least 30 years of instantaneous peak
ow observations through the 2016 water year (1 Oct – 30 Sep) and
t least 10% impervious cover during one year in their station record.
lease note that some stations with trends may have substantially differ-
nt 100-year estimates using data beyond 2016, most notably stations in
ouston due to major tropical cyclones in 2017 (see Zhang et al., 2018 ).
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Fig. 4. Comparison of nonstationary frequency curves for the River Rouge at Birmingham, Mich. (USGS 04166000) using: (a) conditional median regression (HOM- 

NS-LN2), (b) conditional Cv regression (HET-NS-LN2), and (c) quantile estimate comparison for floods with different frequencies under current (2016) conditions. 
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Our study does not aim to identify an exhaustive subset of contermi-
ous US basins with urbanization-altered floods or choose the best indi-
ator of urbanization for attributing changes in design floods (e.g. Jato-
spino et al., 2018 ; Debbage and Shephard, 2018 ). Rather, we strive
o examine the general prevalence of single-site Cv trends in urbaniz-
ng basins. Also, we are not aiming to draw any statistical conclusions
bout the prevalence of regional trends, which would require a spatial
orrelation analysis ( Douglas et al., 2000 ). 

Recent studies have used (i) basin attributes from the GAGES-
I database ( Falcone, 2011 ), including impervious cover thresholds
e.g. Oudin et al., 2018 ) and (ii) USGS Peak-Flow Qualification Codes
 http://pubs.usgs.gov/wdr/2005/wdr-il-05/misc/peakcods.htm ) (Luke
t al., 2017) to identify urbanizing basins. We first removed individual
nnual instantaneous peak flow observations using Qualification Codes
efore removing entire station records based on their record lengths and
ther criteria. We eliminated peak flows with uncertain dates, maximum
aily flows, dam failures and estimated historical floods. While histor-
cal floods during pre-instrumentation periods often provide valuable
nformation, such records are more likely to exist for larger events than
maller ones. This could cause downward biases in estimates of trends in
entral tendency using OLS regression. Future research should evaluate
he feasibility of integrating this method into FFA methods that accom-
odate historical records and other censored data, such as the Expected
oments Algorithm ( Cohn et al., 1997 ). 

Next, we used numerous criteria to select stations suitable for
nalysis. We removed all stations with AMS shorter than 30 years as
underlik and Burn (2003) recommended that AMS for testing trends

n variability span at least 30-50 years to reduce the risk of confounding
rends with inter-decadal variability. (Note that regression-based meth-
ds offer easily computable standard errors that allow for estimates of
ncertainty that consider record lengths). To avoid misleading trend
iagnoses when abnormally small or large annual floods lie at the
eginning or end of an AMS (see Slater and Villarini, 2016 ), we also
emoved stations that had at least one 30-year period with fewer than
en annual peak flows. Stations with peak flows below 1 m 

3 /s were also
mitted due to the challenges of gauging such low discharges combined
ith the pronounced effect that these low estimates could have on
onditional median regression models fit in log-space. Changepoint
ests in the mean and variance of the log-transformed AMS using the
t Most One Change (AMOC) method in the changepoints package for R
tatistical software ( R Core Team, 2019 ) did not reveal any AMS with
hangepoint confidence levels exceeding 95% when using minimum
egment lengths of 10 years. 

After performing this initial screening, we identified a subset of ur-
anizing basins. Following Oudin et al. (2018) , we first applied the im-
ervious cover fraction obtained from the widely used NLCD dataset
o identify basins whose TIA exceeded 10% in 2006. While flood mag-
ification has been detected in basins with less than 5% impervious
over ( Yang et al., 2010 ) and depends upon underlying soils (e.g.
regory, 2006 ), this standard threshold of 10% ( Schueler, 2009 ) en-
bled us to identify a set of urbanizing basins suitable for demonstrating
ur modeling approach. We also only evaluated stations whose reservoir
torage capacity was less than 10% of their mean annual flow according
o GAGES-II. We then performed a more detailed analysis of changes in
IA from 1940–2016 using decadal housing density data (1940–2010)
ith a 1-km spatial resolution from Theobald (2005) . We eliminated

tations with drainage areas smaller than 5 km 

2 due to the TIA data’s
oarse resolution. Each basin’s TIA was computed using the reclassify
nd raster clipping functions in the Spatial Analyst extension of ArcGIS
0.4® (the same procedure can be implemented using freely available
GIS and GRASS-GIS software). We then applied previously validated

elationships from Oudin et al. (2018) to estimate the TIA in each 1-km 

2 

ell based on housing density data and TIA on land used for commerce,
ndustry and transportation. Decadal values were linearly interpolated
o create annual time series for 202 urbanizing basins. TIA from 2010–
016 was assumed to increase at the same rate as during 2000–2010.
nnual flood peaks prior to the beginning of TIA time series in 1940
ere omitted from the analysis. 

We then identified stations in this subset of 202 urbanizing basins
hat had AMS with first-stage (conditional median) residuals for which
ull hypotheses of normality and no lag-one correlation could not be
ejected at a 95% significance level ( p ≤ 0.05). Using version 2.5 of the
andwich package in R, we computed all trend p -values using robust
eteroscedasticity-consistent standard errors with the HC3 estimator,

http://pubs.usgs.gov/wdr/2005/wdr-il-05/misc/peakcods.htm
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Table 2 

Number of AMS with signifcant (p ≤ 0.05) 

trends in the real-space median and Cv in 

a sample of 135 urbanizing basins that have 

conditional median estimates with normally 

distributed and serially independent residuals. 

Numbers in parentheses indicate the percent- 

age that each trend combination comprises in 

this 135-station sample. 

+ Cv 1 (0.7%) 3 (2.2%) 6 (4.4%) 

0 1 (0.7%) 59 (43.7%) 53 (39.3%) 

-Cv 1 (0.7%) 3 (2.2%) 8 (5.9%) 
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hich adjusts squared residual values to correct for the effects of
verly influential observations ( Long and Ervin, 2000 ). We deemed all
rends with p ≤ 0.05 as “approximately statistically significant ”. At the
35 stations whose residuals were normally distributed and serially
ndependent (67% of the 202 urban stations), we tested for trends in the
nscombe-transformed residuals using our modified Breusch-Pagan test.

.3.2. Results 

Table 2 shows the number of urbanizing basins from the 135-station
ample with each of the nine possible combinations of trends in the
onditional median (negative, insignificant, positive) and Cv (negative,
nsignificant, positive) using HET-NS-LN2. Fourteen of the 67 (21%)
ig. 5. Trends at 135 urbanizing basins analyzed in the United States with: (i) no 

ithout any Cv trends (Median + only), (iii) increasing median trends and decreasing 

v + ). All trends significant at 95% level ( p < 0.05). 
rbanizing basins with significant increases in their median annual
ood also demonstrated significant concurrent changes in their Cv,
ith six sites exhibiting increasing Cv trends and eight sites (including
ne pair of nested sites in Houston, Texas) having decreasing trends.
his suggests that HOM-NS-LN2 is valuable for modeling trends in
any urbanizing basins with changing flood hazards, but it may neglect

mportant changes to the relative variability of AMS in others. Differ-
nces between HET-NS-LN2 and IWLS-GLM estimates reflected ones
btained in the Monte Carlo experiments, as HET-NS-LN2 exhibited
 greater upward (downward) bias than IWLS-GLM for decreasing
increasing) Cv trends (Appendix F). Fig. 5 maps stations with these
ifferent combinations of trends. 

Observed Cv trends at stations with increasing median annual floods
otivated us to apply HET-NS-LN2 in basins featuring both trends.
hile correlations between TIA and the Anscombe-transformed residu-

ls of models with significant Cv trends are relatively weak, with ranges
f 0.26 - 0.49 for increasing trends and 0.26 - 0.48 for decreasing trends,
heir pronounced effects on design floods make testing for Cv trends
mperative. To further compare the models in Table 1 , we calculated
ercent changes in nonstationary flood quantiles attributable to median
nd Cv trends. First, we computed the percent increase in the 100-year
ood attributable only to increased medians Q 1 OOyr ( 𝜇y | 𝜔 ): 

𝑄 1 𝑂 𝑂 𝑦𝑟 
(
𝜇𝑦 |𝜔 ) − 𝑄 1 𝑂 𝑂 𝑦𝑟 

𝑄 1 𝑂 𝑂 𝑦𝑟 
(17) 

here Q 1 OOyr is the stationary (S-LN2) 100-year flood estimate. Next, we
omputed the difference between the estimate considering both median
increases in median annual flood (No increase), (ii) increasing median trends 

Cv trends (Median + , Cv-), and (iv) increasing median and Cv trends (Median + , 
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Fig. 6. Percent changes in the 100-year flood due to trends in the median and Cv 

at stations with (i) increasing median trends ( p < 0.05) and (ii) either decreasing 

or increasing Cv trends ( p < 0.05). Contours indicate the overall percent change 

in the 100-year flood relative to S-LN2 (stationary) 100-year flood estimate. 
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nd Cv trends, Q 1 OOyr ( 𝜇y | 𝜔 , 𝜎y | w ) and the one only considering increases
n the median Q 1 OOyr ( 𝜇y | 𝜔 ): 

𝑄 1 𝑂 𝑂 𝑦𝑟 
(
𝜇𝑦 |𝜔 , 𝜎𝑦 |𝑤 ) − 𝑄 1 𝑂 𝑂 𝑦𝑟 

(
𝜇𝑦 |𝜔 )

𝑄 1 𝑂 𝑂 𝑦𝑟 
(18)

We normalized the differences in Q 1 OOyr ( 𝜇y | 𝜔 , 𝜎y | w ) and Q 1 OOyr ( 𝜇y | 𝜔 )
y Q 1 OOyr to compare changes in 100-year flood estimates due to trends
n the median and Cv, respectively. For example, an increasing median
ay lead to a 100-year flood estimate 50% greater than its stationary

ounterpart. However, the 100-year flood may not change at all if a de-
reasing Cv trend fully offsets the effects of an increasing median trend
n the 100-year flood. In this case, (18) yields a value of -50%. Fig. 6
lots values of (17) and (18) for each of the 14 stations exhibiting sig-
ificant increasing or decreasing Cv trends (see Table 2 ) using estimates
or the most current year on record. 

Fig. 6 illustrates the importance of accounting for both trends in
he median and Cv when adjusting 100-year floods to reflect current
asin conditions. The contours indicate the overall percent change in
he 100-year flood relative to a S-LN2 (stationary) 100-year flood esti-
ate. Stations with significant decreasing Cv trends register much lower
00-year flood estimates whereas stations with significant increasing Cv
rends register much higher estimates. Overall, 100-year flood estimates
onsidering both increasing trends in the median and Cv can exceed es-
imates assuming stationarity by more than 80%. Such changes are sub-
tantially larger than ones resulting from changes in the median alone. 

Decreasing Cv trends can dramatically reduce design flood estimates
djusted for changes in central tendency. Even though our Monte Carlo
imulations show that HET-NS-LN2 overestimates the 100-year flood,
any stations in Fig. 6 lie below the 0% contour indicating no overall

hange in the 100-year flood when HET-NS-LN2 is used in lieu of S-LN2.
n other words, at these stations, decreasing Cv trends lower 100-year
ood estimates more than increasing median trends raise them. Again,
here are two major statistical reasons for this tendency. First, the LN2
istribution is unable to consider asymmetrical changes to the variance
f log-transformed flows. Second, when the conditional LN2 distribution
s suitable for sites with increasing trends in the median and decreasing
rends in the Cv, the stationary LN2 distribution is negatively skewed
see Appendix C). This negative skewness causes the 100-year flood to
e  
e overestimated. In fact, all eight stations with significant increasing
edian and decreasing Cv trends had negatively skewed samples ( − 0.32

o − 0.94) when stationarity was assumed. While the null hypothesis of
 stationary LN2 distribution could only be rejected at less than 13% of
ll 135 stations with well-behaved residuals, it was rejected at four out
f eight stations with significant increasing median and decreasing Cv
rends. 

Finally, while we did not test the regional significance of trends, we
xamined spatial patterns qualitatively (see Fig. 5 ). Some previously re-
orted regional change patterns are evident but, overall, they are not
verwhelmingly strong, reflecting the relatively fragmented nature of
ood nonstationarity in the conterminous US ( Archfield et al., 2016 ).

n some cases, strong urbanization impacts counter observed regional
rends. For instance, at Glen Cove Creek at Glen Cove, New York (Gage
D = 01302500) the Cv decreases despite the extreme precipitation in-
rease in the northeastern US ( Huang et al. , 2017 ). 

Yet, a few known regional-scale climate-driven trends do appear in
ig. 1 . Three decreasing Cv trends at north-central stations align with ob-
erved increases in the frequency but not the magnitude of floods there
 Hirsch and Archfield, 2015 ; Mallakpour and Villarini, 2015 ), although
his decrease is not observed at any of the nearby Chicago metropolitan
rea sites. Four of the six stations with increasing trends in the Cv are
cattered throughout the northeastern United States. However, while
his region underwent an increase in the 99 th percentile daily precipi-
ation in 1996 ( Huang et al., 2017 ), the main increase in annual floods
tems from an North Atlantic Oscillation-induced step change in 1970
 Armstrong et al., 2014 ). For instance, the Boston metropolitan area
nly has one station with an increasing Cv trend. The geographic dis-
ersion of the four sites with increasing Cv trends in the eastern United
tates suggests that local hydrologic responses to urban development
ay contribute to these trends, especially since some are near stations
ith insignificant Cv decreases. (On the other hand, Seattle has several
rbanizing sites with near-significant Cv increases near one site with a
ignificant Cv increase.) 

. Discussion 

This discussion begins by critically evaluating the models examined
n this study before contemplating the incorporation of our method in
ood management decision-making. 

.1. Model performance and recommendations 

Our modeling framework enables evaluations of assumed trajecto-
ies of gradual change in flooding in response to increases in TIA. Here,
ur first-stage regression model assumes an exponential relationship be-
ween TIA and the AMS, which is mathematically equivalent to a linear
elation between TIA and the logarithms of AMS. This functional form
as nicely modeled changes in the median for AMS in numerous ur-
anizing environments ( Vogel et al., 2011 ; Over et al., 2016 ), and sug-
ests that the magnification of flooding accelerates as basins become
ore urbanized. However, changes in the logs of AMS may not be lin-

arly related to changes in different indicators of urbanization, such as
mpervious cover. Moreover, recent stormwater regulations may tem-
er urbanization-induced increases ( Ntelekos, 2010 ; Zhou et al., 2017 ).
his suggests that a logarithmic change trajectory may be more appro-
riate for basins with linear increases in impervious cover. Given that
adders-of-powers transformations enable many smooth monotonic tra-
ectories of change to be modeled with regression, hypothesized func-
ional forms reflecting varying trajectories of TIA and other indicators
f hydrologic impacts of urbanization can be evaluated with our model-
ng framework. Since improperly specifying the functional form of the
rst-stage model can bias residual estimates and, in turn, affect second-
tage models showing variability trends ( Robinson and Birch, 2000 ), we
xamined alternative functional forms. However, we obtained a similar
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et of basins with significant Cv trends with these alternative models for
asins whose medians increased significantly (see Appendix F). 

Other methods for modeling variability change trajectories also
erit future attention. Notably, Yu and Stedinger (2018) examine the

ollowing model that assumes the log-space error variance changes ex-
onentially in response to a linear change in a covariate 𝜔 : 

2 
𝜀 |𝜔 = 𝜎2 

𝜀 |0 exp 
(
𝛽2 𝜔 

)
(19) 

After log-transforming this model, they use nonlinear least-absolute-
alue regression to estimate 𝛽2 . While not an OLS procedure, this rel-
tively parsimonious method has numerous advantages, including that
t prevents the variance from being negative (though ours did not yield
egative values). Moreover, Aitkin (1987) demonstrated that IWLS-GLM
an yield maximum likelihood estimates of this model’s standard errors.
et, while attractive for estimating change trajectories, log-transforming
he squared residuals from the first-stage model is less likely to pro-
uce normally distributed residuals than HET-NS-LN2 (see Appendix B).
his requires more complicated procedures for making inferences about
v trends. Further, it remains unknown whether this change trajectory
odels observed changes in the Cv with more fidelity than HET-NS-LN2.

t would be preferable to compare these two methods in a more expan-
ive robustness study that also examines implications of mis-specifying
ariance change trajectories. In addition, regression models with binary
ndicator variables would enable the incorporation of abrupt changes in
rban basins, such as flood-control reservoir construction ( Over et al.,
016 ) or build-out (maximum permitted growth) dates. 

Numerous other aspects of residual modeling also merit further in-
estigation. First, comparing estimates from HET-NS-LN2 to ones that
odel trends in the first two conditional moments separately would illu-
inate the value of coupled models of conditional moments. Additional

omparisons with other residual transformations (e.g. Efron, 1982 ) are
lso warranted. Last, we should examine the benefits of using studen-
ized residuals to alleviate the effects of leverage from extreme obser-
ations near the ends of AMS on residuals ( Robinson and Birch, 2000 ;
anning and Muhally, 2001 ). 

.2. Toward improved urban flood management 

We introduce a NSFFA approach for estimating design floods that
eflect current conditions in urbanizing basins, including changes in
oth the central tendency and the relative variability of AMS. We have
nly reported trends significant using a 5% significance level; this stan-
ard approach may neglect less pronounced trends that could modify
he 100-year flood estimates substantially, especially when those trends
re in the Cv. More research is needed to develop risk-based planning
ools that consider both over- and under-design probabilities associ-
ted with type I and II errors from both median and Cv trends. (See
osner et al. (2014) and Prosdocimi et al. (2014) for some initial efforts
ith trends in central tendency.) In practice, applications of our two-

tage approach should examine the sensitivity of trend assessments to
he start and end dates of AMS ( Burn and Whitfield, 2018 ) and large his-
orical floods outside of gauging periods (e.g. Cohn et al., 1997 ). Finally,
f future design flood quantiles of interest are sought, we strongly rec-
mmend reporting prediction intervals for any extrapolated estimates,
hich tend to widen quickly with time and document our (in)ability to
redict the future. 

The extent to which Cv trends can modify 100-year flood estimates
otivates future studies that attribute such trends to physical phenom-

na associated with urbanization and disentangle them from concur-
ent climatic fluctuations. Oudin et al. (2018) employed a “model resid-
al ” approach that assessed urbanization impacts to high flows (Q95)
y calibrating a rainfall-runoff model during a pre-urbanization period
nd then running it during a post-urbanization period. Differences be-
ween observed and simulated flows during the post-urbanization pe-
iod were attributed to urbanization, although the possible systematic
nderestimation of high flows from their continuous simulation model
see Farmer and Vogel, 2016 ) may confound their conclusions. Yet, if
ontinuous simulation models can be improved or bias-corrected, statis-
ical analyses of the results of factorial design experiments using mech-
nistic models (e.g. Jato-Espino et al., 2017 ) could also elucidate spe-
ific drivers of urban flood variability, such as effective impervious area
 Ebrahimian et al., 2016 ), stormwater detention, and road construction.

. Conclusions 

When responding to increasing trends in AMS, decision-makers need
onstationary flood frequency analysis (NSFFA) methods that are easy
o implement and address stakeholder needs. Previous studies (e.g.
ogel et al., 2011 ; Prosdocimi et al., 2014 ) have demonstrated the nu-
erous benefits of ordinary least squares (OLS) regression for adjusting
esign floods by solely accounting for changes in the mean of AMS nat-
ral logarithms. To extend these efforts, we introduced a two-stage OLS
egression model that accounts for changes in the Cv of AMS. We ap-
lied this approach to 135 stations in urbanizing basins with (i) drainage
reas of at least 5 km 

2 , (ii) TIA exceeding 10% at one point in their
ecord, (iii) record lengths of 30 years or longer without any exten-
ive intermittency in gauging and (iv) conditional median models with
ormally distributed and temporally uncorrelated residuals. Of the 67
tations exhibiting significant (95% level) increases in their medians,
1% (14/135) had concurrent Cv trends (see Table 2 ). This suggests that
OM-NS-LN2, which assesses trends strictly in medians, often ends up
eing a viable first-order approach for characterizing observed changes
n design flood quantiles in urbanizing basins whose AMS exhibit non-
tationary behavior and normal residuals ( Vogel et al., 2011 ). However,
e document the importance of incorporating Cv trends into 100-year
ood estimates, which have societal ramifications ranging from bridge
esign to property insurance. 

Finally, challenges modeling the asymmetrical changes in variabil-
ty in urbanizing basins and comparing stationary and nonstationary
ersions of theoretical distributions motivate the development of other
odels for basins with decreasing Cv trends. This motivates the use of

hree-parameter probability distributions (e.g. LP3) where changes in
kewness can partially compensate for changes in variability. Indeed,
his work combined with Serago and Vogel (2018) provides an OLS
egression-based conditional moments framework for determining the
onditional skewness of AMS in response to changes in the mean and
ariance of log-transformed flows. To reflect the tendency for urbaniza-
ion to magnify larger annual floods much less than smaller ones, statis-
ical approaches that enable a fixed upper bound, such as the GEV Type
II distribution and quantile regression, should also be investigated. Fu-
ure work should also evaluate our two-stage approach for partial du-
ation series (peaks-over-threshold), which has recently demonstrated
 stronger association with urbanization than AMS ( Prosdocimi et al.,
015 ), or even complete daily flow time series ( Serinaldi et al., 2018 ).
inally, we encourage applications of this modeling framework that as-
ess other hydroclimatic extremes. 
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