The Emergence of Risk Communication
Studies: Social and Political Context

Alonzo Plough and Sheldon Krimsky

Why has the concept of risk communication suddenly be-
come a widely discussed framework for public policy in
the environmental and health areas? Prior to 1986 therc
were only a few essays in the scholarly and policy litera-
ture with ““risk communication’” in their titles. Since that
year, however, scores of titles with the term have ap-
peared! along with conferences, special sessions in scien-
tific meetings, agency-sponsored workshops, and grants.
From one pcrspective this is not so unusual. New prob-
lems often capture the attention of researchers and be-
come the centerpicce of academic and policy rescarch for
a period of time. Scientific subfields both from within and
across disciplines are constantly emerging. Risk commu-
nication might be just another fashionable rubric for the
activity of a specialized group of researchers. If that were
the case, then its birth as an area of study would be of
interest primarily to historians and sociologists of science.

The cmergence of risk communication as a research
theme cannot be fully appreciated or accounted for with-
out understanding its link to a set of issucs that symbolize
the discord between scicntific experts and the public
around the issue of risk. These tensions arc played out in
disputes between different research traditions on funda-
mental questions regarding the perception of risk and the
essential naturc of human rationality. Federal regulatory
agencies in the health and environmental arcas draw on
this diverse and at times conflicting body of research very
sclectively, choosing analytical frameworks that arc most
compatible with their policy agendas. Citizen groups, less
concerned with formal theories, are increasingly aware
that getting a message across to government in disputes
over hcalth and cnvironmental hazards is essentially a
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political activity. On the other hand, experts in risk analy-
sis have come to appreciate the gap between their analyti-
cally derived conclusions and the conceptions of popular
culture. In the final analysis, those who control the dis-
course on risk will most likely control the political battles
as well.

In this essay we will analyze the emergence of risk com-
munication as a significant ncw organizing theme for a set
of diverse but conceptually related problems concerning
the political management of public risk perceptions and
individual behavioral responses to risks. Our discussion
begins with a brief lock at the historic conditions that
gave rise to the current thematic focus on risk communi-
cation in the social and behavioral sciences; we then ex-
amine the role of heuristics in defining the legitimate ar-
eas of study; and finally we arguc that the research
activitics centered on risk communication have precipi-
tated ncw debates over technical and cultural meanings of
rationality.

Risk communication is more than a rescarch frame-
work. It has become a concept that is strongly marketed
by specific interest groups and used instrumentally to
achieve particular ends. At the federal policy level, the
Environmental Protection Agency (EPA) has been the
strongest marketer of the concept of risk communication.
Its chief administrator has stated: “On the national level
we will build risk communication into regulatory policy
whenever possible.’? The EPA has clevated the concept of
risk communication to a stratcgic level of importance in
both its regulatory activitics and its rescarch agenda. In-
dustries that are regulated by the EPA also sce risk com-
munication as a key policy and management issuc.

In the public health arca the terminology of risk com-
munication is slightly different (federal health officials
speak about educating the public about risks) but the con-
cept is equally important. The current policy discourse on
preventing hecalth problems such as AIDS, teen preg-
nancy, and substance abuse focuses on communicating
risk to a target population.® This cmphasis has gone be-
yond the hcalth education strategics of an earlicr era in
public health. It incorporates slick national media cam-
paigns developed by public relations or advertising firms
in conjunction with science-bascd strategics in the at-
tempt to change “‘unhealthy” personal behaviors.

© 1987 by the Massachusetts Institute of Technology and the President and Fellows of Harvard College.

Science, Technology, @ Human Values, Volume 12, Issues 3 & 4, pp. 4-10 {Summer/Fall 1987)

CCC/0162-2439/87/03&4004-07$04.00



Plough and Krimsky: Emergence of Risk Communication 5

Risk communication has always been an important
component in medical practice, particularly in doctor—pa-
tient relationships. More recently, with the rise of chronic
disease as a major source of health problems and the un-
certainty associated with the risk factors for these dis-
eases and the course of treated illnesses, risk communica-
tion in medicine has attained a more central and visible
role.*

Although the study of risk communication is consid-
ered new, the practice of it may be as old as human cul-
ture itsclf. There is also nothing new about the social
problems that shape the public discoursc on risk.
Throughout human history individuals and groups have
had to contend with a varicty of risks for survival and
personal well-being. Risk is inherent to the human condi-
tion. The vagaries of an ever-changing environment, in-
curable diseases, and man-made threats likc war have pre-
sented risks to both individual and collective survival.

The origins of structured risk analysis have been traced
to the Babylonians in 3200 B.C.> All of human history is
very much a story of assessing and adapting to risks.
Mecthods used by the ancients to predict risks and to com-
municate knowledge about avoiding hazardous situations
were based on myths, mectaphors, and ritual. Risk com-
munication was embedded in folk discourse.

The Professionalization of Risk

The transition from folk discourse about risk to an expert-
centered communication was preconditioned by a series
of key historical cvents beginning in the late 18th century
and continuing through the present time. One necessary
condition was the rise of the modern state with an im-
plicd responsibility for general social welfare functions.
The modern state’s legitimacy, in part, derives from its
claim to protect the population from physical harm.

By the early 20th century the development of public
health institutions provided a sccond condition that fur-
thered the professionalization of risk. Medicine emerged
as an influential profession which defined health risks and
controlled intervention strategies. Public hcalth depart-
ments began the first large-scale environmental risk mon-
itoring in the sanitation and food safety areas under new
governmental mandates.® Formal risk messages commu-
nicated the danger of hazards such as unsafc water and
unpasteurized milk and indicated that cxperts should be
trusted to apply new technologies to reduce the risks of
infectious diseases.

A third tributary to the expert-driven ficld of risk asscss-
ment is decision analysis. During World War II the gov-
ernment’s need for scientifically based decision method-
ologies gave rise to a new cra of federal rescarch support
that spawned fields like operations research and systems
analysis. In the late 1940s a variety of quantitative
methodologies were introduced to promote understanding
of chance processes and to create a rational framework for
cconomic and strategic military decisions. Eventually,
these models were applied to the practical problems of
predicting and altering the course of risk factors in public
health, medicine, and the environment. The methods first
used in mathematics, economics, and statistics slowly dif-

fused into the social and health sciences and gave risc to a
number of hybrid approaches for calculating risks and
quantifying dccisionmaking. By the late 1960s the deci-
sion methodologies brought promisc of a systems science
that could provide a rational basis for complex policy deci-
sions concerning technological risks. This was a compel-
ling idea to federal regulators. The schools of rational risk
analysis assumed a great burden, namely, to create a
bridging logic between the assessment of risk and political
decisions concerning the types, levels and distribution of
risks acceptable to society. The results have not fulfilled
the original expectations. It has been difficult to find com-
mon ground between the social world of risk perceptions
guided by human experience and the scientists’ rational
ideal of decisionmaking based on probabilistic thinking.

The modern field of risk analysis is concerned primarily
with predicting or quantifying the risks of “scientifically
identified hazards” {i.c., toxicity of chemicals, probabili-
ties of accidents, spread of a disease).” The communica-
tion of information about risks usually occurs within a
context of fear and uncertainty. Nuclear radiation, toxic
wastes, AIDS, asbestos, and other hazards invoke a range
of responses in the scientific, regulatory, and lay commu-
nities. Questions of the acceptability of any identified risk
are deeply connected to perceptions of fairness and jus-
tice. Therc is wide agrcement within the professions that
value and equity problems in making decisions about risk
are serious. There is less consensus about the extent to
which political and ethical choices are an unavoidable
part of risk assessment.

With thc passage of the Environmental Policy Act of
1969 and the Occupational Safety and Health Act of 1970,
the creation of the Office of Technology Assessment in
1972 and the development of a host of other programs in
the early 1970s, the institutionalization of risk cvaluation
has been realized, making equal weighting of technical
and value considerations difficult to achieve in practice.
Legislation requires a formal and legally defensible assess-
ment of risk as exemplified by the requirement of environ-
mental impact statements for most federal agencies. Con-
sulting firms markcting their quantitative expertise
blossomed in response to the national emphasis on risk
and risk management. Concurrently, graduate schools of
public policy and public health, responding to the ncw
role of quantitative decisionmaking within the federal
government, began to require courses in decision analysis.
In schools of public policy the effective management of
environmental and health risks is synonymous with
quantitative asscssment of problems. Within this orienta-
tion, the social and cultural context of risk is of marginal
concern.

Quantitative models of risk including comparative risk
assessment disregard the many valuc issucs embedded in
risk analysis. These problems re-emerge in the domain of
risk management when regulatory agencies must decide
what actions to take once risk assessments have been ac-
complished. William Ruckelshaus defines risk manage-
ment as “‘the distribution of current resources to shape
some desirable future state; risk management in its broad-
est sense means adjusting our environmental policies to
obtain the array of social goods—environmental, health-
related, social, economic, psychological—that forms our vi-
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sion of how we want the world to be.””® While these cer-
tainly are the factors that must be considered if equitable
decisions on risk are to be made, there is no public consen-
sus that government can conduct this broad social man-
agement of risk in a fair and equitable manner. Thus, the
rise of cnvironmental advocacy in the 1970s challenged
the expert model of risk management.

Environmentalism became a powerful social move-
ment. Regulatory policies evolved that gave greater atten-
tion to the need for public participation. Inevitably, con-
flicts arose between the rational quantitative approach to
risk assessment and public perceptions of risk. The dilem-
mas of reconciling democratic ideals and citizen-centered
values with the rationality of elite institutions and formal
decision processes became more pronounced. While some
experts and regulators lamented the rise of “irrational”
discourse in environmental debates (the dreaded “‘not-in-
my-backyard” response to siting issues), this same dis-
coursc was an expression of their own democratic ideals,
which included the opportunity to opposc official deci-
sions that ignored the experiential context of risk.

In the field of public hcalth, the risk debate during the
1970s began to focus on the individual’s responsibility for
poor health outcomes. Health care costs increased from 7
to 10% of the gross national product, and the complex
patchwork of federal health policy seemed unmanageable.
To some policymakers, the greatest risk area in the late
1970s was containing costs of medical care. Prevention
became more focused on poor health outcomes related to
lifestyle variables such as smoking, diet, exercisc, and
sexual behavior.

Risk factor research and intervention programs increas-
ingly focused on the risky individual and less on the social
and cultural context of risk. Personal health risk assess-
ment sharcs with environmental risk assessment the no-
tion of the “irrational individual.” In the former, the indi-
vidual does not make rational choices about risky
behaviors such as smoking and not wearing a scat belt and
therefore the individual takes irresponsible risks. In the
latter casc the faulty logic is reversed: The individual
maintains an “‘exaggerated” fear of hazards which experts
consider to be relatively safe. The ficld of comparative risk
assessment actually connects both of these constructions
of the irrational individual.

A partial answer to the question of why risk communi-
cation has emerged as a framing issue for environmental
issucs can be found in the differences between profes-
sional risk analysts and popular culture. To explore this
further we shall look at how risk communication has
been conceptualized within the policy sciences.

From Definitions to Heuristics

The term “risk communication” describes a wide range of
activities. It has both a conventional definition and a sym-
bolic definition. The former reflects the use of the term in
risk management while the latter derives from the role of
risk in political discourse. To frame the concept exclu-
sively in conventional terms restricts the meaning of risk
communication to surface behavior or what natural scien-

tists like to call “‘the phenomenon of the event.”” The
conventional account ncglects cultural themes, motiva-
tions, and symbolic meanings which may be of cqual or
greater importance to the technical understanding of how
and why a risk message gets transmitted. When risk com-
munication becomes embedded in the political arcna, it is
less about risks per se than about responsibility or ac-
countability for certain events. We shall discuss the sym-
bolic definition of risk communication after we discuss its
conventional definition.

“Risk communication” can refer to any public or pri-
vate communication that informs individuals about the
existence, nature, form, severity, or acceptability of risks.
In this broad use of the term, risk communication may be
directive and purposeful or nondirective and fortuitous. It
may describe the controlled releasce of information toward
certain well-defined ends or it may represent the unin-
tended consequences of informal messages about risks.
This broad interpretation has been adopted by Kasperson
and Palmlund; they state that risk communication ‘‘en-
ters our lives in a multitude of forms, sometimes part of
the imagery of advertising, sometimes a local corpora-
tion’s formal statement, or its failure to say anything,
sometimes a multi-volumed and impenctrable technical
risk asscssment.””” Almost any communication from any
source that speaks to the issue of risk satisfies the au-
thors’ definition.

In risk management a narrower use of the concept usu-
ally focuses on an intentional transfer of information
designed to respond to public concerns or public necds
related to real or perceived hazards. Thus, risk communi-
cation incorporates tacit or explicit goals for targeted
groups bout specific events or processes. The informa-
tion is channeled from experts to a general audicnce.

The conventional definition of risk communication
centers on the intentionality of the source of information
and the quality of the information. Covello and his col-
leagues have defined risk communication as ‘“‘any pur-
poseful exchange of scientific information between inter-
ested parties regarding health or cnvironmental risks”!¢
This definition constraining risk communication to sci-
entific information between interested parties raiscs sev-
eral questions. For ecxample, are the claims of lay people in
news reports about environmental hazards excluded un-
der this definition? Further, it is not clear what relevance
the term “interested parties” has in this definition; the
Surgeon General may receive a bored or disinterested re-
sponsc to his reports of the risks of cigarette smoking, but
few would disqualify these messages as risk communica-
tion.

We can cnvision risk communication as having five
components in its definition: intentionality; content; au-
dience directed; source; and flow. Different definitions of
risk communication are narrow or broad depending on the
latitude of interpretation of these elements {Table 1). the
most restricted interpretation would define a risk com-
munication as a plan executed by a regulatory body tar-
geted to a special audience and cmbodying specific out-
come goals for behavior or attitudinal change.

The conventional definition of risk communication re-
stricts the purview of its study to how “‘cxperts’” inform
others about the truth. Under this notion, some research-
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Table 1. Definition latitude of risk communication.
Broad Narrow
Intentionality Risk communication goal unnecessary Intentional and directed; outcome expectations
about the risk message
Content Any form of individual or social risk Health and environmental risks

Audience directed Targeted audience not neccssary

Source of information Any source

Flow of message
channel

Targeted audience
Scientists and technical experts

From any source to any recipient through any From experts to nonexperts through designated

channels

ers view the exchange of risk information as flowing from
technical elites to the polity as a form of scientific no-
blesse oblige. The process involves the transfer of “scien-
tific’’ facts and a sct of conclusions drawn from thosc
facts. In the broader and more comprchensive definition,
technical elites are not the exclusive trustees of risk infor-
mation. For those who study social process, this broader
definition highlights the importance of nonelites as risk
communicators.

To understand the symbolic meaning of risk communi-
cation, we havc to study risk in its social context. A scien-
tist speaking to a community about the health risks of a
chemical dump may be carrying out a ritual that displays
confidence and control. The technical information (the
message) is secondary to the real goal of the communica-
tor: ““Have faith; we arc in charge.” Local residents citing a
litany of symptomatology that they attribute to contami-
nated water are using risk communication as a channel
for their anxieties over environmental overload. “Popu-
lar’’ or ““barefoot” epidemiologists are lay people who spot
disease clusters and use risk communication to organize
for additional public hecalth studies and eventual toxic
cleanup. For a company, risk communication is fre-
quently not about risks but about safety and confidence.
When a contract research firm in Cambridge, Massachu-
sctts, wrote a “Dear Neighbor”’ letter to thousands of resi-
dents on the issue of its rescarch with chemical warfare
agents, risk communication meant “we wouldn’t dream
of doing anything hazardous to the community, trust
us.”’!! In the area of public health, risk communication is
the final result of a complex political process through
which a problem gets a relatively simple policy construc-
tion and is brought to the public consciousness in a re-
stricted form. For community organizers, risk communi-
cation is a strategy for solidifying a movement and
rebuilding the social complexity of an adverse hecalth or
environmental outcome.!2 The symbolic definition of risk
communication differs substantially from the conven-
tional view. While the former includes cultural and expe-
riential inputs, the latter generally is reductionist, focus-
ing on quantifiable variables.

Risk, Rationality, and Culture

Risk communication evolved out of a need of risk man-
agers to gain public acceptance for policies grounded in

risk assessment methodologies. The prevailing view of
many experts and risk managers is that local communi-
ties and the general public react to limited, false, or inade-
quate information. These lay groups exercise a personal or
democratic prerogative in response to ‘bad” information
that is inconsistent with the more fully informed conclu-
sions of risk assessment experts on whom policymakecrs
depend for developing rational responses to complex prob-
lems. Frequently, the exercise of local democracy and per-
sonal choice is at odds with the rationality of technical
experts. Quantitative risk analysis, rather than narrowing
differences, may actually exacerbate antagonisms be-
tween the technosphere {the culture of cxperts) and the
demosphere {popular culture). Casting the issues in a
technical language reduces the possibility of a dialogue
between the public and elites.

Recent studies in the risk perception literature rein-
force the conception that rationality and democracy are
antagonistic to one another. Therce are many areas wherc
public perceptions about hazards are inconsistent with so-
called objective information. For example, people are said
to exhibit too little concern about some hazards {smoking,
auto accidents, geological radon, and exposure to sunlight)
and too much concern about others (nuclear power, toxic
wastes, pesticides, and genetic engineering).

Recently, the EPA convened experts from its principal
divisions to determine which events, technologies, and
situations represcnted the greatest environmental risks.?
The results were not surprising4The experts’ inventory of
environmental priorities did not correlate positively with
the agency’s regulatory prioritics. The EPA was allocating
a large share of its resources for reducing adverse environ-
mental cffects in areas its own experts did not consider to
warrant the most attention.

The discrepancy betwecen what experts decm most im-
portant and what the public demands of its government
raises difficult policy questions. Two things descrving re-
spect, namely, scientific rationality and democracy (the
rights of local communities to express their will on issues
of health and safety), are in conflict. How does one pro-
ceed? The options that policymakers usually consider in-
clude:

1. Circumventing the public by avoiding disclosure, by
distraction, by preemption, or by citing social contract
doctrine according to which agencies represent the public
through thcir elected officials and can decide for the
people.

2. Appealing to some exemplary and independent au-
thoritative body that will apply the rational decision
framework and secure public confidence.
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3. Communicating the risks and educating the public
into thinking about the problem the way the experts do.
Public perception must be brought into conformity with
scicntific rationality.

Of the three options, only the last is directed specifi-
cally at reducing the opposition betwecen the demosphere
and the technosphere from the experts’ perspective. The
emphasis is on a restricted notion of informed democratic
practice. Within this context, risk communication is the
responsibility of elites and falls into the general rubric of
“public understanding of science.” The success of risk
commnication is measured by the degree to which popu-
lar attitudes reflect the technical rationality of risk and
the extent that popular behavior conforms to technocratic
values. A lack of convergence is attributed to a failure of
risk communication.

The rapid growth in rescarch on risk perception began
to cast doubt about the public education model. Popular
conceptions of risk resisted the conclusions of clites de-
spite clear presentation of the “facts.”” Studies appcarcd
that purported to explain the discrepancies between ex-
pert and lay perceptions of risk. Variables that are in-
tended as proxics for cultural determinants were intro-
duced to account for the differences. Two events with the
same risk {probability of mortality) evoke different risk
perceptions in experimental studies. One event is per-
ceived as voluntary while the other is perceived as invol-
untary. Lay pcople do not comparc events strictly in terms
of actuarial risks.

Psychologists began codifying these and other factors
that appeared to explain the discrepancies between tech-
nical risk assessment and public perceptions. This has
resulted in a labeling of risk cvents according to the re-
stricted logic of cognitive science. The conventional risk
communication approach was modified to accommodate
adjustment parameters [voluntary vs. involuntary; famil-
iarity vs. unfamiliarity; natural vs. man-made). However,
instead of building a culture-based theory of risk percep-
tion, psychometricians isolated the cultural factors and
treated them as another variable in an experimentally de-
rived technical framework. Every risk event possesses ob-
jective hazard estimates and certain qualities that begin to
take on ontological status. Thus, a risk event that is vol-
untary would not be compared on pure rational grounds to
onc that is involuntary. This system preserves the dichot-
omy between expert judgment and lay perception of risk.
It merely categorizes “irrationalitics” and does not cx-
plore the cultural underpinnings of risk perception. More-
over, cultural noise affecting the popular response to risk
is rationalized. This form of the analysis treats the cul-
tural inputs into risk perception as deviant but compre-
hensible. Risk communication is still viewed as informa-
tion transfer from experts to lay people.

A cultural approach that scriously considers popular be-
havior and symbolic dimensions distinguishes two forms
of rationality applied to risk: technical and experiential.
Both make contributions to the problem of constructing
and analyzing a risk cvent, but neither is sufficient. Devi-
ance is not the appropriate metaphor to understand differ-
cnees between the demosphere and the technosphere.
Once these distinct modes of rationality are understood,
the problem of risk communication is transformed; the
problem becomes onc of mutual understanding and mu-

tual learning. This cultural model is based on the notion
that expert and popular approaches to a risk event can
each be logical and cohercnt on their own terms but may
exhibit differences in how the problem is articulated, in
the factors relevant to the analysis, and in who the experts
are.

Technical Rationality

This form of thinking rests on cxplicitly defined sets
of principles and scicntific norms. These include hy-
pothetico-deductive methods, a common language for
measurement, and quantification and comparison across
risk cvents. In its more advanced forms technical rational-
ity encompasses a maturc theory with predictive power.
The emphasis is on objegtive (nonpersonal} inputs rather
than subjective (cxperiential} information. Perceived rc-
sponses to risk are important only in understanding the
extent to which ordinary pcople’s ideas deviate from the
truth. Logical consistency is an imperative. Two cvents
that have an identical risk profile are treated the samc—
they are interchangeable.

Cultural Rationality

One of the common mistakes in attempting to codify
the public attitudes about risk is to measurc people’s re-
sponscs to hypothetical questions. Cultural rationality
can only be understood when people’s cognitive behavior
is observed as they are threatened by a real risk cvent. It is
only then that the full panoply of factors come into play
that create a complete picturc of a public response. To
understand cultural rationality, one must address anthro-
pological and phenomenological issucs as well as behav-
ioral oncs. Technical rationality, on the other hand, be-
lieves that risk can be studied independently of context.
Mary Douglas provides some insight on this point: “The
question of acceptable standards of risk is part of the ques-
tion of acceptable standards of morality and decency, and
there is no way of talking seriously about the first while
cvading the task of analyzing the cultural system in
which the sccond take their form.”

Lay pcople bring many more factors into a risk event
than do scientists. For technical experts, the event is de-
nuded of elements that arc irrclevant to the analytical
model. Table 2 illustrates some of the differences. Many
events that arc deemcd to have very low or insignificant
risk by experts are viewed as scrious problems by the laity.
Burial of low level radioactive wastes and releasing a natu-
ral organism minus a few genes into the cnvironment are
among such cases. Where there has been discussion of
rationality, it has focuscd on the scientific grounds of a
decision. And yect there are clear instances of reasonable
decisionmaking at the community level that are inconsis-
tent with expert opinion. Once it is accepted that two
inconsistent decisions can be rational and consistent on
their own grounds, it is possible to reach beyond the devi-
ant model of risk communication.

Cultural rcason does not deny the'role of technical rea-
son; it simply extends it. The former branches out, while
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Table 2. Factors relevant to the technical and cultural
rationality of risk.

Technical Rationality Cultural Rationality

Trust in scientific meth-
ods, explanations; evi-

Trust in political culture
and democratic process

dence
Appeal to authority and Appeal to folk wisdom,
expertisc pecr groups, and tradi-

tions

Boundaries of analysis are
broad; include the usc of
analogy and historical
precedent

Risks are personalized

Emphasis on the impacts
of risk on the family
and community

Focus on particularity; less
concerned about consis-
tency of approach

Popular responses to sci-
entific differences do
not follow the prestige
principle

Unanticipated or unarticu-
lated risks are relevant

Boundaries of analysis are
narrow and reductionist

Risks are depersonalized
Emphasis on statistical
variation and probability

Appeal to consistency and
universality

Where there is controversy
in science, resolution
follows status

Those impacts that cannot
be uttered are irrelevant

the latter branches in. Cultural rationality does not sepa-
rate the context from the content of risk analysis. Techni-
cal rationality operates as if it can act independently of
popular culturc in constructing the risk analysis, whereas
cultural rationality seeks technical knowledge but incor-
porates it within a broader decision framework.

If these forms of rationality are unaltcrably antagonis-
tic, technical rcason and popular responsc to risk may be
truly incommensurable. Both forms of rationality must be
capable of responding to a process of mutual learning and
adjustment. If the technosphere begins to appreciate and
respect the logic of local culture toward risk events and if
local culture has access to a demystified science, points of
intersection will be possible.

Conclusion

In this cssay we have described the historical and social
context of risk communication as a fundamental and
enduring human problem and, recently, as a tocus of
academic study. The research activities in risk communi-
cation are closcly linked to the requirements of govern-
mental agencies with a mandate to protect the public
from technological, environmental, and health risks. As a
body of work, the first wave of risk communication stud-
ies and strategies generally have followed a uscful but
limited framework for defining the central problem of the
field: divergence between expert, policy, and lay commu-
nities on matters of risk.

Two issues scem important from this revicw. First, ex-
perts and institutions have developed models of risk and
communicated them in various forms throughout history.
Conflicts between groups over risk assessments (should
we go to war; will there be a famine) are fundamental to
all cultures. The current discoursc on risk and its reliance
on sophisticated quantitative models of assessment and
cognitive typologies of perception represent a change in
the form of risk communication but not in the underlying
value controversies over the social context of risk. What
we have are new methods addressing persistent structural
problems.

The sccond issuc centers on the fit between these new
methods and the structural problems of risk communica-
tion. Research on the risks described in this essay has an
overwhelming tendency to avoid the experiential context
of risks—that is, actual people considering rcal threats to
their well-being or other persons’ well-being. Laboratory
experiments of cognitive psychologists represent risk per-
ception within the bounded models of experts. These
models reveal more about the cognitive context of the
research tradition than about how persons construct and
experience a risk event in a social context. Rescarchers
who view the differences between popular culture and
technical rationality as a form of deviance are not likely to
generate better strategies for risk communication.

We argue that risk communication has cmerged from a
context of political conflict. The analytic models at-
tempted to respond to real problems. However, the domi-
nant model of risk communication creates a templatce that
trivializes the complexity of cultural factors. We regard
this as an imbalance in the research agenda which should
be corrected.

As Mary Douglas reminds us, ideas about the world
come directly out of human experience.” This, we would
argue, holds true for both experts and lay persons. There is
a social context of expertise and officialdom as well as of
lay communities. Bias, irrational action, and narrow-in-
terest group behavior intrude into both of these contexts.
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