
Dyslexia

One hundred years ago, in
November 1896, a doctor in
Sussex, England, published

the first description of the learning dis-
order that would come to be known as
developmental dyslexia. “Percy F., . . . 
aged 14,... has always been a bright and
intelligent boy,” wrote W. Pringle Mor-
gan in the British Medical Journal,
“quick at games, and in no way inferior
to others of his age. His great difficulty
has been—and is now—his inability to
learn to read.”

In that brief introduction, Morgan
captured the paradox that has intrigued
and frustrated scientists for a century
since: the profound and persistent diffi-
culties some very bright people face in
learning to read. In 1996 as in 1896,
reading ability is taken as a proxy for
intelligence; most people assume that if
someone is smart, motivated and
schooled, he or she will learn to read.

But the experience of millions of dyslex-
ics like Percy F. has shown that assump-
tion to be false. In dyslexia, the seem-
ingly invariant relation between intelli-
gence and reading ability breaks down.

Early explanations of dyslexia, put
forth in the 1920s, held that defects in
the visual system were to blame for the
reversals of letters and words thought
to typify dyslexic reading. Eye training
was often prescribed to overcome these
alleged visual defects. Subsequent re-
search has shown, however, that chil-
dren with dyslexia are not unusually
prone to reversing letters or words and
that the cognitive deficit responsible for
the disorder is related to the language
system. In particular, dyslexia reflects a
deficiency in the processing of the dis-
tinctive linguistic units, called phonemes,
that make up all spoken and written
words. Current linguistic models of read-
ing and dyslexia now provide an expla-

nation of why some very intelligent peo-
ple have trouble learning to read and
performing  other language-related tasks.

In the course of our work, my col-
leagues and I at the Yale Center for the
Study of Learning and Attention have
evaluated hundreds of children and
scores of men and women for reading
disabilities. Many are students and fac-
ulty at our university’s undergraduate,
graduate and professional schools. One
of these, a medical student named Greg-
ory, came to see us after undergoing a
series of problems in his first-year cours-
es. He was quite discouraged.

Although he had been diagnosed as
dyslexic in grade school, Gregory had
also been placed in a program for gifted
students. His native intelligence, togeth-
er with extensive support and tutoring,
had allowed him to graduate from high
school with honors and gain admission
to an Ivy League college. In college,
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Gregory had worked extremely hard
and eventually received offers from sev-
eral top medical schools. Now, howev-
er, he was beginning to doubt his own
competence. He had no trouble com-
prehending the intricate relations among
physiological systems or the complex
mechanisms of disease; indeed, he ex-
celled in those areas requiring reason-
ing skills. More problematic for him
was the simple act of pronouncing long
words or novel terms (such as labels
used in anatomic descriptions); perhaps
his least well-developed skill was rote
memorization.

Both Gregory and his professors were
perplexed by the inconsistencies in his
performance. How could someone who
understood difficult concepts so well
have trouble with the smaller and sim-
pler details? Could Gregory’s dyslexia—

he was still a slow reader—account for
his inability to name body parts and tis-
sue types in the face of his excellent rea-
soning skills?

It could, I explained. Gregory’s histo-
ry fit the clinical picture of dyslexia as it
has been traditionally defined: an unex-
pected difficulty learning to read despite
intelligence, motivation and education.
Furthermore, I was able to reassure
Gregory that scientists now understand
the basic nature of dyslexia.

Over the past two decades, a coherent
model of dyslexia has emerged that is
based on phonological processing. The
phonological model is consistent both
with the clinical symptoms of dyslexia
and with what neuroscientists know

about brain organization and function.
Investigators from many laboratories,
including my colleagues and I at the Yale
Center, have had the opportunity to test
and refine this model through 10 years
of cognitive and, more recently, neuro-
biological studies.

The Phonological Model

To understand how the phonological
model works, one has first to con-

sider the way in which language is pro-
cessed in the brain. Researchers concep-
tualize the language system as a hierar-
chical series of modules or components,
each devoted to a particular aspect of
language. At the upper levels of the hi-
erarchy are components involved with
semantics (vocabulary or word mean-
ing), syntax (grammatical structure)
and discourse (connected sentences). At
the lowest level of the hierarchy is the
phonological module, which is dedicat-
ed to processing the distinctive sound
elements that constitute language.

The phoneme, defined as the smallest
meaningful segment of language, is the
fundamental element of the linguistic
system. Different combinations of just
44 phonemes produce every word in the
English language. The word “cat,” for
example, consists of three phonemes:
“kuh,” “aah,” and “tuh.” (Linguists in-
dicate these sounds as |k|, |æ| and |t|.)
Before words can be identified, under-
stood, stored in memory or retrieved
from it, they must first be broken down,
or parsed, into their phonetic units by

the phonological module of the brain.
In spoken language, this process oc-

curs automatically, at a preconscious
level. As Noam Chomsky and, more re-
cently, Steven Pinker of the Massachu-
setts Institute of Technology have con-
vincingly argued, language is instinc-
tive—all that is necessary is for humans
to be exposed to it. A genetically deter-
mined phonological module automati-
cally assembles the phonemes into words
for the speaker and parses the spoken
word back into its underlying phono-
logical components for the listener.

In producing a word, the human
speech apparatus—the larynx, palate,
tongue and lips—automatically com-
presses and merges the phonemes. As a
result, information from several pho-
nemes is folded into a single unit of
sound. Because there is no overt clue to
the underlying segmental nature of
speech, spoken language appears to be
seamless. Hence, an oscilloscope would
register the word “cat” as a single burst
of sound; only the human language sys-
tem is capable of distinguishing the three
phonemes embedded in the word.

Reading reflects spoken language, as
my colleague Alvin M. Liberman of
Haskins Laboratories in New Haven,
Conn., points out, but it is a much hard-
er skill to master. Why? Although both
speaking and reading rely on phonolog-
ical processing, there is a significant dif-
ference: speaking is natural, and reading
is not. Reading is an invention and must
be learned at a conscious level. The task
of the reader is to transform the visual
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percepts of alphabetic script into lin-
guistic ones—that is, to recode graph-
emes (letters) into their corresponding
phonemes. To accomplish this, the be-
ginning reader must first come to a con-
scious awareness of the internal phono-
logical structure of spoken words. Then
he or she must realize that the orthog-
raphy—the sequence of letters on the
page—represents this phonology. That

is precisely what happens when a child
learns to read.

In contrast, when a child is dyslexic,
a deficit within the language system at
the level of the phonological module
impairs his or her ability to segment the
written word into its underlying pho-
nological components. This explana-
tion of dyslexia is referred to as the
phonological model, or sometimes as

the phonological deficit hypothesis.
According to this hypothesis, a cir-

cumscribed deficit in phonological pro-
cessing impairs decoding, preventing
word identification. This basic deficit in
what is essentially a lower-order lin-
guistic function blocks access to higher-
order linguistic processes and to gain-
ing meaning from text. Thus, although
the language processes involved in com-
prehension and meaning are intact, they
cannot be called into play, because they
can be accessed only after a word has
been identified. The impact of the pho-
nological deficit is most obvious in read-
ing, but it can also affect speech in pre-
dictable ways. Gregory’s dilemma with
long or novel words, for example, is en-
tirely consistent with the body of evi-
dence that supports a phonological
model of dyslexia.

That evidence began accumulating
more than two decades ago. One of the
earliest experiments, carried out by the
late Isabelle Y. Liberman of Haskins
Laboratories, showed that young chil-
dren become aware between four and
six years of age of the phonological
structure of spoken words.  In the exper-
iment, children were asked how many
sounds they heard in a series of words.
None of the four-year-olds could cor-
rectly identify the number of phonemes,
but 17 percent of the five-year-olds did,
and by age six, 70 percent of the children
demonstrated phonological awareness.

By age six, most children have also
had at least one full year of schooling,
including instruction in reading. The de-
velopment of phonological awareness,
then, parallels the acquisition of reading
skills. This correspondence suggested
that the two processes are related. These
findings also converge with data from
the Connecticut Longitudinal Study, a
project my colleagues and I began in
1983 with 445 randomly selected kin-
dergartners; the study continues in 1996
when these children are age 19 and out
of high school. Testing the youngsters
yearly, we found that dyslexia affects a
full 20 percent of schoolchildren—a fig-
ure that agrees roughly with the pro-
portion of Liberman’s six-year-olds who
could not identify the phonological
structure of words. These data further
support  a connection between phono-
logical awareness and reading.

During the 1980s, researchers began
to address that connection explicitly.
The groundbreaking work of Lynette
Bradley and Peter E. Bryant of the Uni-
versity of Oxford indicated that a pre-
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SPEAKING is carried out at an auto-
matic and unconscious level by a bio-
logically determined phonological
module in the brain. First, the relevant
phonemic structures are selected and
assembled. These individual phonemes
are then coarticulated—that is, over-
lapped and merged—by the speech ap-
paratus. Coarticulation permits the
rapid production of phonetic strings
but obscures the underlying segmental
nature of speech.

READING is not automatic but must be learned. The reader must develop a conscious
awareness that the letters on the page represent the sounds of the spoken word. To
read the word “cat,” the reader must parse, or segment, the word into its underlying
phonological elements. Once the word is in its phonological form, it can be identified
and understood. In dyslexia, an inefficient phonological module produces representa-
tions that are less clear and hence more difficult to bring to awareness.
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schooler’s phonological aptitude predicts
future skill at reading. Bradley and Bry-
ant also found that training in phono-
logical awareness significantly improves
a child’s ability to read. In these studies,
one group of children received training
in phonological processing, while an-
other received language training that
did not emphasize the sound structure
of words. For example, the first group
might work on categorizing words by
their sound, and the second group would
focus on categorizing words according
to their meaning. These studies, togeth-
er with more recent work by Benita A.
Blachman of Syracuse University, Joseph
E. Torgesen of Florida State University
and Barbara Foorman of the University
of Houston, clearly demonstrate that
phonological training in particu-
lar—rather than general language
instruction—is responsible for the
improvements in reading.

Such findings set the stage for
our own study, in the early 1990s,
of the cognitive skills of dyslexic
and nondyslexic children. Along
with Jack M. Fletcher of the Uni-
versity of Texas–Houston and
Donald P. Shankweiler and Leon-

ard Katz of Haskins Laboratories, I ex-
amined 378 children from seven to nine
years old on a battery of tests that as-
sessed both linguistic and nonlinguistic
abilities. Our results as well as those of
Keith E. Stanovich and Linda S. Siegel
of the Ontario Institute for Studies in
Education made it clear that phonolog-
ical deficits are the most significant and
consistent cognitive marker of dyslexic
children.

One test in particular seemed quite
sensitive to dyslexia: the Auditory Anal-
ysis Test, which asks a child to segment
words into their underlying phonologi-
cal units and then to delete specific
phonemes from the words. For exam-
ple, the child must say the word “block”
without the “buh” sound or say the

word “sour” without the “s” sound.
This measure was most related to a
child’s ability to decode single words in
standardized tests and was independent
of his or her intelligence, vocabulary
and reasoning skills. When we gave this
and other tests of phonemic awareness
to a group of 15-year-olds in our Con-
necticut Longitudinal Study, the results
were the same: even in high school stu-
dents, phonological awareness was the
best predictor of reading ability.

If dyslexia is the result of an insuffi-
ciently developed phonological special-
ization, other consequences of impaired
phonological functioning should also
be apparent—and they are. Ten years ago
the work of Robert B. Katz of Haskins
Laboratories documented the problems
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PHONOLOGICAL PROCESSING 
(KUH-AAH-TUH) WORD MEANING

NEURAL ARCHITECTURE for
reading has been suggested by func-
tional magnetic resonance imaging.
Letter identification activates the
extrastriate cortex in the occipital
lobe; phonological processing acti-
vates the inferior frontal gyrus (Bro-
ca’s area); and accessing meaning ac-
tivates primarily the superior tem-
poral gyrus and parts of the middle
temporal and supramarginal gyri.
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IN READING, the word (here, “cat”) is first decoded into its
phonological form (“kuh, aah, tuh”) and identified. Once it is
identified, higher-level cognitive functions such as intelligence
and vocabulary are applied to understand the word’s meaning

(“small furry mammal that purrs”). In people who have dyslex-
ia, a phonological deficit impairs decoding, thus preventing the
reader from using his or her intelligence and vocabulary to get
to the word’s meaning.
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poor readers have in naming objects
shown in pictures. Katz showed that
when dyslexics misname objects, the in-
correct responses tend to share phono-
logical characteristics with the correct
response. Furthermore, the misnaming
is not the result of a lack of knowledge.
For example, a girl shown a picture of a
volcano calls it a tornado. When given
the opportunity to elaborate, she dem-
onstrates that she knows what the pic-
tured object is—she can describe the at-
tributes and activities of a volcano in
great detail and point to other pictures
related to volcanoes. She simply cannot
summon the word “volcano.”

This finding converges with other ev-

idence in suggesting that whereas the
phonological component of the language
system is impaired in dyslexia, the high-
er-level components remain intact. Lin-
guistic processes involved in word mean-
ing, grammar and discourse—what, col-
lectively, underlies comprehension—seem
to be fully operational, but their activi-
ty is blocked by the deficit in the lower-
order function of phonological process-
ing. In one of our studies, Jennifer, a
very bright young woman with a read-
ing disability, told us all about the word
“apocalypse.” She knew its meaning, its
connotations and its correct usage; she
could not, however, recognize the word
on a printed page. Because she could not

decode and identify the written word,
she could not access her fund of knowl-
edge about its meaning when she came
across it in reading.

Of course, many dyslexics, like Greg-
ory, do learn to read and even to excel
in academics despite their disability.
These so-called compensated dyslexics
perform as well as nondyslexics on tests
of word accuracy—they have learned
how to decode or identify words, there-
by gaining entry to the higher levels of
the language system. But they do so at a
cost. Timed tests reveal that decoding
remains very laborious for compensat-
ed dyslexics; they are neither automatic
nor fluent in their ability to identify
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Dyslexia is the most common of the learning disorders, condi-
tions that interfere with a normally intelligent child’s ability to

acquire speech, reading or other cognitive skills. Children with learn-
ing disabilities have become the basis of a thriving industry since
1968, when federal education officials first earmarked funds to help
them. The number of children identified as having learning disabili-
ties soared from 780,000 in 1976 to 2.3 million in 1993. An estimated
$15 billion is spent annually on the diagnosis, treatment and study of
such disorders.

The definitions and diagnostic criteria for learning disorders are of-
ten subjective or ambiguous;
their causes are typically obscure
or controversial. For example,
psychologist Gerald Coles of the
University of Rochester challeng-
es the claim that 20 percent of
children are dyslexic, and not all
researchers and educators ac-
cept a phonological (or even bi-
ological) explanation for dyslex-
ia. Treatment is another area that
has been fraught with controver-
sy and, often, disappointment.
Over the years, educators and
parents have subscribed to many
techniques that promised to help
children overcome their learning
disabilities, despite the absence
of independent research to back
up those claims. Nevertheless,
ongoing research holds out pros-
pects for some real progress.

One of the most lauded treatments for learning disabilities to
emerge in recent years has been developed by a group led by Paula
Tallal, co-director of the Center for Molecular and Behavioral Neuro-
science at Rutgers University in Newark, N.J., and Michael M. Merze-
nich of the Keck Center for Integrative Neuroscience at the Universi-
ty of California at San Francisco. Their research has not focused on
dyslexics per se but on “language-impaired” children who have diffi-
culty understanding speech. Not all language-impaired children are
dyslexic, Tallal notes, and not all dyslexics are language-impaired, but

there is nonetheless broad overlap between the two groups. Studies
have suggested that as many as 8 percent of all children may be lan-
guage-impaired; of this group, more than 85 percent also exhibit
dyslexia.

Tallal, who began studying language impairment in the late 1970s,
has long suspected that this problem stems from an inability to pro-
cess auditory information rapidly enough. Whereas most children
can process phonemes lasting less than 40 milliseconds, the lan-
guage-impaired may require as much as 500 milliseconds. To them,
the word “bat” may be indistinguishable from “pat.” This hypothesis,

Tallal says, is “compatible” with
the phonological-deficit model
of dyslexia but places more em-
phasis on the role of timing in
neural processing.

Language impairment, Tallal
believes, usually stems from an
organic deficit rather than from
environmental factors. Magnetic
resonance scans and other im-
aging studies, she states, have
turned up distinct neural differ-
ences between people with nor-
mal language skills and the lan-
guage-impaired. “But just be-
cause something is biologically
based doesn’t mean it’s irreme-
diable,” Tallal adds.

Two years ago she teamed up
with Merzenich and several oth-
er scientists to develop a com-

puter-based therapy—an animated video game, essentially—for
training language-impaired children. The core of the therapy is a
speech-processing program that enables the researchers to alter the
amplitude and duration of recorded sounds.

In one of the programs, which has a circus motif, a clown utters
two closely related phonemes, such as “pa” and “da,” that have been
“stretched out” to a length that the children can easily comprehend.
When the children correctly distinguish between the sounds, the
clown congratulates them; progress is also represented by a bear
moving along a tightrope.

FIVE-YEAR-OLD KEILLAN LECKY interacts with a language-
learning program at Rutgers University in Newark, N.J.

Playing Past Learning Disabilities
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words. Many dyslexics have told us
how tiring reading is for them, reflect-
ing the enormous resources and energy
they must expend on the task. In fact,
extreme slowness in making phonolog-
ically based decisions is typical of the
group of compensated dyslexics we have
assembled as part of a new approach to
understanding dyslexia: our neuroim-
aging program.

The Neurobiology of Reading

The phonological model incorporates
a modular scheme of cognitive pro-

cessing in which each of the component
processes used in word identification is

carried out by a specific network of brain
cells. Until recently, however, research-
ers have had no firm indication of how
that scheme maps onto the actual func-
tional organization of the human brain.
Unlike many other functions, reading
cannot be studied in animals; indeed,
for many years the cerebral localization
of all higher cognitive processes could
be inferred only from the effects of brain
injuries on the people who survived
them. Such an approach offered little to
illuminate the phenomena my col-
leagues and I were interested in. What
we needed was a way to identify the re-
gions of the brain that are engaged when
healthy subjects are reading or trying to
read.

Our group became quite excited, then,
with the advent in the late 1980s of
functional magnetic resonance imaging
(fMRI). Using the same scanning ma-
chine that has revolutionized clinical
imaging, fMRI can measure changes in
the metabolic activity of the brain while
an individual performs a cognitive task.
Hence, it is ideally suited to mapping
the brain’s response to stimuli such as
reading. Because it is noninvasive and
uses no radioisotopes, fMRI is also ex-
cellent for work involving children.

Since 1994, I have worked with sev-
eral Yale colleagues to use fMRI in study-
ing the neurobiology of reading. Ben-
nett A. Shaywitz, Kenneth R. Pugh, R.
Todd Constable, Robert K. Fulbright,
John C. Gore and I have used the tech-
nique with more than 200 dyslexic and
nondyslexic children and adults. As a
result of this program, we can now sug-
gest a tentative neural architecture for
reading a printed word. In particular, the
identification of letters activates sites in
the extrastriate cortex within the occip-
ital lobe; phonological processing takes
place within the inferior frontal gyrus;
and access to meaning calls on areas
within the middle and superior tempo-
ral gyri of the brain.

Our investigation has already revealed
a surprising difference between men
and women in the locus of phonologi-
cal representation for reading. It turns
out that in men phonological process-
ing engages the left inferior frontal gy-
rus, whereas in women it activates not
only the left but the right inferior frontal
gyrus as well. These differences in later-
alization had been suggested by behav-
ioral studies, but they had never before
been demonstrated unequivocally. In-
deed, our findings constitute the first
concrete proof of gender differences in

brain organization for any cognitive
function. The fact that women’s brains
tend to have bilateral representation for
phonological processing explains sever-
al formerly puzzling observations: why,
for example, after a stroke involving the
left side of the brain, women are less
likely than men to have significant decre-
ments in their language skills, and why
women tend more often than men to
compensate for dyslexia.

As investigators who have spent our
entire professional lives trying to under-
stand dyslexia, we find the identification
of brain sites dedicated to phonological
processing in reading very exciting—it
means that we now have a possible
neurobiological “signature” for read-
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Mirror writing is a symptom of dyslexia.
In fact, backwards writing and reversals
of letters and words are common in the
early stages of writing development
among dyslexic and nondyslexic chil-
dren alike. Dyslexic children have prob-
lems in naming letters but not in copy-
ing letters.

Eye training is a treatment for dyslexia.
More than two decades of research
have shown that dyslexia reflects a lin-
guistic deficit. There is no evidence that
eye training alleviates the disorder.

More boys than girls are dyslexic.
Boys’ reading disabilities are indeed
identified more often than girls’, but
studies indicate that such identification
is biased. The actual prevalence of the
disorder is nearly identical in the two
sexes.

Dyslexia can be outgrown.
Yearly monitoring of phonological skills
from first through 12th grade shows
that the disability persists into adult-
hood. Even though many dyslexics
learn to read accurately, they continue
to read slowly and not automatically.

Smart people cannot be dyslexic. 
Intelligence is in no way related to pho-
nological processing, as scores of bril-
liant and accomplished dyslexics—
among them William Butler Yeats, Al-
bert Einstein, George Patton, John Irv-
ing, Charles Schwab and Nicholas Ne-
groponte—attest.

The Myths of Dyslexia

Once the children have mastered phonemes
of a given duration—say, 400 milliseconds—
they can move on to more rapid, realistic pho-
nemes. The youngsters also listen to stretched
recordings of whole words, sentences and sto-
ries, such as The Cat in the Hat. Tallal and Mer-
zenich reported in Science this past January
that 11 children trained with these methods
had acquired two years’ worth of language
skills in only one month. A control group given
identical therapy, but without the stretched
speech, progressed only one quarter as much.

This year Tallal, Merzenich and two col-
leagues founded a company called Scientific
Learning Principles, based in San Francisco, to
develop and market an interactive CD-ROM
containing their learning program. They plan
to test prototypes in 25 or more special educa-
tion schools and clinics in the U.S. and Canada
over the next year. As many as 500 children are
expected to participate.

The studies will include not only language-
impaired children but also those diagnosed
with dyslexia, attention-deficit disorder and
other common learning disabilities. “We want
to determine the generalizability of this tech-
nique,” Tallal notes. If all goes well, she says, the
CD-ROMs will be made available to certified
learning centers beginning next year.

Since the media first reported on this re-
search a year ago, Tallal and her colleagues
have been inundated with queries from the
press and parents. In part to satisfy these de-
mands, they have created a World Wide Web
site (http://www.scilearn.com).

Tallal emphasizes that the questions raised
by Coles and other skeptics about the causes
and frequency of learning disabilities are im-
portant. She nonetheless thinks “it is a mistake
to focus on all these differences in definition.”
Real progress, she says, will come about only
through empirical research.

—John Horgan, staff writer
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ing. The isolation of such a signature
brings with it the future promise of
more precise diagnosis of dyslexia. It is
possible, for example, that the neural
signature for phonological processing
may provide the most sensitive measure
of the disorder. Furthermore, the discov-
ery of a biological signature for reading
offers an unprecedented opportunity to
assess the effects of interventions on the
neuroanatomic systems serving the read-
ing process itself.

Putting It in Context

The phonological model crystallizes
exactly what we mean by dyslexia:

an encapsulated deficit often surround-
ed by significant strengths in reasoning,
problem solving, concept formation,

critical thinking and vocabulary. In-
deed, compensated dyslexics such as
Gregory may use the “big picture” of
theories, models and ideas to help them
remember specific details. It is true that
when details are not unified by associ-
ated ideas or theoretical frameworks—

when, for example, Gregory must com-
mit to memory long lists of unfamiliar
names—dyslexics can be at a real disad-
vantage. Even if Gregory succeeds in
memorizing such lists, he has trouble
producing the names on demand, as he
must when he is questioned on rounds
by an attending physician. The phono-
logical model predicts, and experimen-
tation has shown, that rote memoriza-
tion and rapid word retrieval are par-
ticularly difficult for dyslexics.

Even when the individual knows the

information, needing to retrieve it rap-
idly and present it orally often results in
calling up a related phoneme or incor-
rectly ordering the retrieved phonemes.
Under such circumstances, dyslexics will
pepper their speech with many um’s, ah’s
and other hesitations. On the other hand,
when not pressured to provide instant
responses, the dyslexic can deliver an
excellent oral presentation. Similarly, in
reading, whereas nonimpaired readers
can decode words automatically, indi-
viduals such as Gregory frequently need
to resort to the use of context to help
them identify specific words. This strat-
egy slows them further and is another
reason that the provision of extra time is
necessary if dyslexics are to show what
they actually know. Multiple-choice ex-
aminations, too, by their lack of suffi-
cient context, as well as by their wording
and response format, excessively penal-
ize dyslexics.

But our experience at the Yale Center
suggests that many compensated dys-
lexics have a distinct advantage over
nondyslexics in their ability to reason
and conceptualize and that the phono-
logical deficit masks what are often ex-
cellent comprehension skills. Many
schools and universities now appreciate
the circumscribed nature of dyslexia
and offer to evaluate the achievement
of their dyslexic students with essays
and prepared oral presentations rather
than tests of rote memorization or mul-
tiple choices. Just as researchers have
begun to understand the neural sub-
strate of dyslexia, educators are begin-
ning to recognize the practical implica-
tions of the disorder. A century after W.
Pringle Morgan first described dyslexia
in Percy F., society may at last under-
stand the paradox of the disorder.
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BRAIN ACTIVATION PATTERNS during reading, as revealed in these functional
magnetic resonance images, differ in men and women. During phonological process-
ing, men show primarily unilateral activation, in the left inferior frontal gyrus. In wom-
en, phonological processing activates both the left and the right inferior frontal gyri.
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