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Abstract

While an understanding of spatial spillovers and feedbacks in housing markets could provide valuable information for location decisions, little known research has examined this issue for the U.S. Metropolitan Statistical Areas (MSAs). Also, it is unknown whether there can be differences in the spatial effects before and after a major housing “bust”. In this paper we examine spatial effects in house price dynamics. Using panel data from 363 US MSAs for 1996 to 2013, we find that there are significant spatial diffusion patterns in the growth rates of urban house prices. Lagged price changes of neighboring areas show greater effects after the 2007-08 housing crash than over the entire sample period of 1996-2013. In general, the findings are robust to controlling for potential endogeneity, and for various spatial weights specifications (including contiguity weights and migration flows). These results underscore the importance of considering spatial spillovers in MSA-level studies of housing price growth.
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1. Introduction

Spatial effects in economic phenomena have recently attracted particular attention by economists. For instance, during periods of housing booms, house prices in metropolitan areas in the Northeast of the U.S. show distinct patterns as they appreciated at similarly high rates, while house prices in metropolitan areas in the Midwest did not experience comparably high appreciation rates during those same periods. Thus, house price dynamics might have spatial features. Spatial features of the housing bust associated with the Great Recession of 2007-2009 are currently receiving particular attention. This paper looks empirically at such spatial aspects in house price dynamics in more detail and by utilizing data that include several housing market booms and busts including the Great Recession.

A contribution of this paper is our focus on spatial effects in assessing the impacts of lagged Metropolitan Statistical Area (MSA for short) house price growth. Another contribution is our use of MSA to MSA migration panel data to assess the importance of other MSAs’ house price growth on a particular MSA’s contemporaneous house price growth. We also demonstrate that in the periods following the Great Recession of 2007-09, the spatial effects appear to be stronger than before the crisis. These spatial spillover results can have important implications for both residential and business location decisions.

While our focus here is on MSA level house price growth, economists have studied the role of space in house price dynamics at various levels of aggregation. Some studies look at spatial effects at the level of submarkets within a particular MSA. The fact that different urban neighborhoods are often developed at the same time, dwellings in
them may share similar structural characteristics and neighborhoods may offer similar amenities suggest that house prices may react similarly to exogenous shocks. Basu and Thibodeau (1998) confirm this intuition by using data from submarkets within metropolitan Dallas. Also working at a similar local level, Clapp and Tirtiroglu (1994) estimate a spatial diffusion process in house price for towns in the Hartford, CT, MSA. They find that lagged house price changes in a submarket affect the current house price of a contiguous submarket positively and more strongly than the lagged house price changes for noncontiguous submarkets. However, such evidence of spatial effects at the submarket level of aggregation may be MSA-specific, and the conclusions for a single MSA may not necessarily be valid for other MSAs. Further, there could be spatial effects between submarkets that are geographically contiguous and belong to the same economic area and housing market, but not in the same MSA.

A second level of aggregation at which economists have examined spatial effects is at the US Census division. Pollakowski and Ray (1997) find that although house prices in one division are affected by lagged house prices in other divisions, there is no clear spatial diffusion pattern that describes such processes. That is, lagged house price changes of adjacent Census divisions do not provide greater explanatory power in explaining current house prices than those in non-adjacent divisions. However, when those authors look at house prices within the greater New York’s primary metropolitan statistical areas (PMSAs), they find evidence of spatial pattern consistent with that by Clapp and Tirtiroglu (1994).

Given mixed results from previous research on spatial diffusion patterns in house prices at different aggregation levels, this paper has the following aims; one, to examine
house price interactions at the MSA level of aggregation across the entire continental U.S; two, to bring geographic and economic distances into the analysis in addition to adjacency as measures of proximity.

The paper employs the consolidated house price index, which has been published (since March 1996) by the Office of Federal Housing Enterprise Oversight (OFHEO). The data cover almost 400 MSAs across the entire US, with data for all MSA’s going back to 1995 (Calhoun, 1996). We use these data along with appropriate geographic information to study house price dynamics across the entire U.S. at the MSA level of aggregation and to compare the results with other levels of aggregation.

The organization of this paper is as follows: section 2 reviews the existing literature; section 3 introduces the econometric models used in this study; section 4 describes the data and methodology; section 5 presents the results and impulse response diagnostics, and section 6 concludes.

2. Literature Review

The modern view of housing emphasizes its role as an asset in household portfolios (Henderson and Ioannides, 1983). Economists predict that asset prices in informationally efficient markets react rapidly to new information. Over the last twenty years, however, empirical studies have established that this might not be the case for housing markets (Rayburn et al., 1987; Guntermann and Norrbin, 1991). Economists have come to believe that households may be backward-looking in housing markets. Therefore, past house price changes can be used to explain future prices changes. Case and Shiller (1989) use their own house price indices for four major cities and find that
one-year house price lag in a city is statistically and economically significant in forecasting that city’s current house price.

Informational inefficiency in housing markets, as exhibited by temporal and spatial persistence in house prices, is not surprising when one considers the potential frictions affecting real estate markets. For instance, real estate markets do not clear immediately after a shock to the economy. The process of matching buyers with sellers of existing houses takes time. It also takes time for developers to bring new houses to the market, after an increase in demand, and to liquidate inventories when demand weakens. Speculative inventory holding is very costly. Transaction costs in housing markets are also higher than other asset markets. Case et al. (2005) find that selling costs, such as five to six percent brokerage fees nominally charged in the US, combine with the physical and the psychological costs of moving (e.g. moving across neighborhoods and changing schools) to generate substantial transaction costs. Such costs limit arbitrage opportunities for rational investors, and thus lead to pricing inefficiencies.

Brady (2014) reviews some recent studies on spatial aspects of housing prices that have incorporated Vector Autoregressions (VAR) as an approach to model simultaneity.4 In earlier work, Anselin (2001) and Pace et al. (1998) introduce general methodologies for incorporating the time dimension in spatial models.5 These papers followed Clapp and Tirtiroglu (1994), which was one of the pioneering works on spatial effects in house price dynamics that we referred to earlier, using house price data from Hartford, CT.

---

4 These include Pesaran and Chudik (2010), Holly et al. (2011), Beenstock and Felsenstein (2007), and Kuethe and Pede (2011).
5 One advantage of our approach over the approaches of Pace et al. (1998), Anselin (2001), and others who utilize a VAR approach is that ours is well-suited for a study where contemporaneous spatial lags are not present. Our approach is also parsimonious, which is helpful in estimating versions of the model with time lags that contain several types of spatial lags.
These authors regress excess returns, defined as the difference between the return of a submarket within an MSA and the return at the MSA level, on the lagged excess returns of a group of neighboring towns and on a “control group” of non-neighboring towns. The authors find that estimated coefficients were significant for excess returns in neighboring towns, but insignificant for non-neighboring towns. Their results suggest that house price diffusion patterns exist within an MSA and are consistent with one form of a positive feedback hypothesis, where individuals would be expected to place more weight on past price changes in their own and neighboring submarkets and less weight on those further away.

Pollakowski and Ray (1997) also examine house price spatial diffusion patterns, but at a much higher aggregation level. Using vector autoregressive models with quarterly log house price changes from the nine U.S. Census divisions, these authors are unable to identify a clear spatial diffusion pattern. Past growth rates in neighboring Census divisions were correlated with a particular division’s current growth rates for some divisions. However, upon examining neighboring PMSAs within the greater New York CMSA, like Clapp and Tirtiroglu (1994), the authors find evidence in support of a positive feedback hypothesis. Shocks in housing prices in one metropolitan area are likely to Granger-cause subsequent shocks in housing prices in other metropolitan areas.

More recently, Brady (2008), using spatial impulse response function and VAR models, finds that spatial autocorrelations in house prices across counties in California are highly persistent over time. The average housing price in a Californian county is positively affected by bordering counties for up to 30 months. Brady (2011) examines how fast and how long a change in housing prices in one region affect its neighbors.
Using an impulse response function with a panel of California counties, he finds that the
diffusion of regional housing prices across space lasts up to two and half years. Brady
(2014) estimates the spatial diffusion of housing prices across U.S. states over 1975-
2011 using a single equation spatial autoregressive model. He shows that for the 1975 to
2011 period spatial diffusion of housing prices is statistically significant and persistent
across US states and so is in the four US Census regions for the United States. He shows
that the persistence of spatial diffusion may be more pronounced after 1999 than before.

Holly et al. (2010) also find spatial correlations in both housing prices across the
eight Bureau of Economic Analysis (BEA) regions and housing prices across the
contiguous states within the U.S. They find evidence of house price departures from the
long run growth rates for markets in California, Massachusetts, New York, and
Washington, even after accounting for spatial effects between states. Holly et al. (2011)
work with data for the UK, but also allow for spillovers from the US economy (to express
financial markets interdependence), in order to explain the spatial and temporal diffusion
of shocks in real house prices within the UK economy at the level of regions. They model
shocks that involve a region specific and a spatial effect. By focusing on London they
allow for lagged effects to echo back to London, which in turn is influenced by
international economic conditions via its link to New York and other financial centers.
They show that New York house prices have a direct effect on London house prices.
Their use of generalized spatio-temporal impulse responses allows them to highlight the
diffusion of shocks both over time and over space.

An interesting recent development in this literature is the utilization of data on
individual transactions. DeFusco et al. (2013) use micro data on the complete set of
housing transactions between 1993 and 2009 in 99 US metropolitan areas to investigate contagion in the last housing cycle. By defining contagion as the price correlation between two different housing markets following a shock to one market that is above and beyond that which can be justified by common aggregate trends, their estimations allow them to determine the timing of local housing booms in a non-*ad hoc* way. The evidence for contagion is strong during the boom but not the bust phase of the cycle. They show that these effects are due to interactions between closest neighboring metropolitan areas, with the price elasticity ranging from 0.10 to 0.27. The impact of larger markets on smaller markets imply greater elasticities. They show local fundamentals and expectations of future fundamentals are limited in accounting for their estimated effects, suggesting a potential role for non-rational forces.

Bayer *et al.* (2014) utilize data from a detailed register of housing transactions in the greater Los Angeles metropolitan Area from 1988 to 2012. Properties in their data set are fully geocoded, which allows those authors to readily merge with 2011 county tax assessor data and obtain information on property attributes. For some of the data, additional information may be obtained from the Home Mortgage Disclosure Act (HMDA) forms on purchaser/borrower income and race. Bayer *et al.* find evidence of strong spillovers within neighborhoods: homeowners were much more likely to speculate both after a neighbor had successfully “flipped” a house, and when a house had been successfully flipped in their neighborhood. Social contagion appears to be at work and to involve amateur investors, whose share of the market reached a record high at the same time as the market reached its peak, with equity losses following in the ensuing crash.
3. Econometric Models

Following the literature, we postulate that housing prices (in our case, defined at the MSA level) in a given period depend on lagged housing prices and MSA specific effects. By differencing the housing prices, we are left with the annual house price growth rate of MSA$_i$ at year $t$ as a dependent variable. We utilize this measure to calculate one-year through four-year lagged house prices growth of MSA$_i$ in year $t$. Similarly, we calculate the one-year, two-year, three-year, and four-year time lags of the spatial lags of the dependent variable. As we explain below, these spatial lags are obtained using the contiguity neighbor weights, the inverse distance weights for several distance intervals, and the migration weights. The results presented in the tables are for the growth-rate regressions, the growth-rate regressions with the spatial lags for the contiguous weights, and the growth rate regressions with the MSA to MSA migration weights. While we also estimate models for the growth rates with inverse distance weights, due to potential multicollinearity concerns between the inverse distance weighted house price lags for various intervals that lead to many insignificant t-statistics, and these results are available from the authors upon request.

The growth rate of house prices in MSA$_i$ is defined in the standard fashion as the difference in logs, $G_{i,t} = \log (HPI_{i,t}) - \log (HPI_{i,t-1})$. We compute $G_{i,t}$ by using values

---

6 The MSA fixed effects would then drop out, although for completeness we present two sets of results – one with and one without MSA fixed effects.
for each year’s first quarter. Such differencing eliminates unobserved additive heterogeneity at the log house price levels in the form of MSA specific fixed effects.

**Baseline Model: Own-Lag Effects**

We start with an autoregressive model up to order 4, AR(4), for the house price annual growth rates as a baseline for comparison against spatial effects:

\[
G_{i,t} = \beta_0 + \beta_1 G_{i,t-1} + \beta_2 G_{i,t-2} + \beta_3 G_{i,t-3} + \beta_4 G_{i,t-4} + \epsilon_{i,t}, \tag{1}
\]

where \( \epsilon_{i,t} \), the error term, may include MSA-specific time-invariant fixed effects. Our choice of 4-year lags is based on the literature discussed above, where other researchers have found significant correlation between lagged and current growth-rates. In our estimation of model (1), all four lags are statistically significant. Our results based on the Akaike Information Criterion (AIC) imply the four lag specification is preferred over models with additional lags.\(^8\)

**Incorporating Geography into the Model by Means of Cross-Lag Effects**

We control for spatial effects in several ways. First, we add as a regressor in the r.h.s. of (1) the average annual growth rate in the HPI of all MSAs that border MSA\(_i\) at

\(^7\) We think this choice rather than the fourth quarter is more appropriate in order to be close to individuals’ circumstances, given the fact that the IRS-based data that we use for the migration weights originate in income tax returns.

\(^8\) One could argue that the lagged dependent variables can give rise to time series autocorrelation. It is for this reason that we have utilized the Heteroskedasticity Autocorrelation Consistent (HAC) estimator.
time period \( t \), \( A_{i,t} \), and up to four of its lags.\(^9\) That is, we estimate dynamic fixed effect spatial autoregressive models up to order 4, SAR(4):\(^{10}\)

\[
G_{i,t} = \eta + \beta \phi_{i,t} + \lambda \delta_{i,t} + \varepsilon_{i,t},
\]

where \( \eta \) is a constant intercept, \( \phi_{i,t} \) is a vector of four own-lag growth rates, \( \delta_{i,t} \) is a vector of the four lags of the mean annual growth rate of all MSAs that border MSA \( i \), and \( \beta \) and \( \lambda \) are the respective vectors of parameters.

Second, we introduce physical distances between MSAs in order to examine whether spatial dependence in MSA house prices is related to distance among them. For each MSA \( i \), we group the remaining 362 MSAs into 5 groups. Group 1 includes all MSAs that are less than 100 km away from MSA \( i \); Group 2 includes all MSAs that are between 100 km and under 200 km from MSA \( i \); and Groups 3, 4, and 5 include MSAs that lie within 200 km to 350 km, 350 km to 500 km, and 500 km to 1000 km from MSA \( i \), respectively. We calculate the inverse distance weighted (IDW) growth rates for each of the 5 intervals for each MSA \( i \) at time period \( t \). The use of inverse distance weights imposes a particular spatial attenuation of interactions. The lagged IDW growth rates for each of the 6 intervals are then incorporated into (1), such that we have,

\[
G_{i,t} = \eta + \beta \phi_{i,t} + \lambda \delta_{i,t} + \mu \omega_{i,t} + \varepsilon_{i,t},
\]

where \( \omega_{i,t} \) is a vector of the four lags for the annual inverse distance weighted growth rate of all MSAs in each of the 5 distance intervals relative to MSA \( i \).

---

\(^9\) Using adjacency as a measure of geographical proximity has also been used in previous literature. Dobkins and Ioannides (2001) use adjacency for comparing MSA population growth rates. Pollakowski and Ray (1997) and Holly et al. (2011) use it at the regional and the state level, respectively.

\(^{10}\) Anselin (2001) and Pace et al. (1998) provide overviews of space-time models.
Finally, to proxy for economic interaction we add an additional set of spatial weights based on migration data. Specifically, we denote the \( i \)th element at time \( t \) of \( \tilde{\alpha}_{i,t} \) as \( \sum_j \psi_{i,j,t} G_{j,t} \), where \( \psi_{i,j,t} = 0 \), and \( i,j=1,2,\ldots,363 \). \( \psi_{i,j,t} \) is the year \( t \) total migration – the sum of migration inflows and outflows – between MSA\(_j\) and MSA\(_i\). We then modify equation (3) to incorporate the time lags of the migration weighted housing price growth rates:

\[
G_{i,t} = \eta + \beta \tilde{\phi}_{i,t} + \lambda \tilde{\delta}_{i,t} + \mu \tilde{\omega}_{i,t} + \gamma \tilde{\alpha}_{i,t} + \epsilon_{i,t},
\]

where \( \gamma \) is a vector of parameters. We estimate this specification for the time period 1996-2011, because those are the only years covered by the migration data set.

Given the potential for multicolinearity among the inverse distance spatial lags (since one might speculate greater migration flows occur between larger cities that are far away), we estimate a variation of equation (4) by dropping the term \( \mu \tilde{\omega}_{i,t} \). The resulting equation includes only spatial lags for contiguous neighbors and migration spatial lags:

\[
G_{i,t} = \eta + \beta \tilde{\phi}_{i,t} + \lambda \tilde{\delta}_{i,t} + \gamma \tilde{\alpha}_{i,t} + \epsilon_{i,t}.
\]

**MSA-specific effects**

The housing literature suggests that it may be important to consider MSA-specific effects in house prices dynamics. We recall the maxim “location-location-location” in connection with real estate and apply it at the MSA level. Indeed, intuitively, growth rates in house prices in MSA’s in a relatively warm state such as California could have different fundamental characteristics than houses in colder MSA’s in New England. In addition, Gyourko et al. (2013) identify “superstar cities,” defined as cities with
extraordinarily high growth in real income and fixed housing supply, whose housing
prices exhibit greater volatility and faster appreciation rates. Thus, there may well be
unobservable idiosyncratic differences among different MSAs. Further, results reported
in Thanapisitikul (2008) suggest widely varying patterns in boom and bust periods of the
housing price cycle across MSAs. In addition to estimating these models without fixed
effects, we also adopt fixed effects in the stochastic structure of Equations (2), (3), and
(4), because such effects could capture MSA-specific patterns that may be correlated with
other regressors.

Since the own-lags of the dependent variable are included as regressors, our
model is susceptible to endogeneity bias. This is in principle quite important, especially
because we use annual growth. Such bias may be due to a common contemporaneous
component, which may arise from an exogenous shock in the previous period. Following
Arellano and Bond (1991) and Glaeser and Gyourko (2006), we use the Arellano-Bond
estimator. Briefly, this procedure utilizes the generalized method of moments (GMM) to
instrument with the dependent variable’s own lag, \( G_{i,t-1} \), with \( G_{i,t-2} \). This process is
repeated for the dependent variable’s own second, third, and fourth lags. That is, \( G_{i,t-2} \) is
instrumented by \( G_{i,t-3} \), \( G_{i,t-3} \) by \( G_{i,t-4} \), and \( G_{i,t-4} \) by \( G_{i,t-5} \). The same procedure is repeated for
the possibly endogenous spatial regressors.

It is important to note that the Arellano-Bond estimator\(^{11}\), like all instrumental
estimation methods, hinges on two assumptions. First, \( G_{i,t-h} \) must be correlated with

---

\(^{11}\) As described by Arellano and Bover (1995) and Blundell and Bond (1998), lagged levels are not good
instruments for first differenced variables. While they suggested using lagged differences and lagged
levels, we chose to use the lagged differences of the housing price indexes and lagged differences of all the
lagged spatial variables. Given the large number of instruments with lags of all the lagged differences, and
the documented poor performance of the levels as instruments, we chose this approach rather than also
including lagged levels.
$G_{i,t-h-1}$, where $h$ denotes a lag. Second, the instrument, $G_{i,t-h-1}$, must be \textit{uncorrelated} with the model’s error term.\textsuperscript{12} One potential problem that may arise is when the instruments of the spatial regressors are correlated with the time lag of the dependent variable, which could result in multicollinearity. As discussed in Brady (2008), this issue is less of a concern when there is high variability in the dependent variable. Since we use panel data from 363 MSAs, in which the cross-sectional variability in house price growth rates is high, this helps mitigate the problem of multicollinearity in the instruments and in the time lags of the dependent variable.

\section*{4. Data Description\textsuperscript{13}}

Our rich data set, which results from merging the house price data with contextual information from a number of different sources including three different measures of spatial proximity, is a distinct contribution of the present paper.

\subsection*{4.1 House Price Data}

House price data are taken from the Office of Federal Housing Enterprise Oversight (OFHEO). We define a panel dataset that is comprised of annual (based on 1\textsuperscript{st} quarter) house price indices from 363 MSAs within the continental U.S. The panel data run from the first quarter of 1975 until the first quarter of 2013 and they were first published in March of 1996. However, because OFHEO requires that an MSA must have at least 1,000 total transactions before the MSA’s Housing Price Index (HPI) may be published, the panel is unbalanced, with only roughly half of the 363 MSAs have HPIs

\textsuperscript{12} We examined the correlation between the instruments and the error term for the AB estimation of equation (1) below. The correlations range from $5.79 \times 10^{-19}$ to $1.07 \times 10^{-16}$. These correlations appear sufficiently small that we are confident the errors are uncorrelated with the instruments.

\textsuperscript{13} See Table 1 for the complete list of MSAs included in this study, which are based on the U.S. Census Bureau’s 2009 MSA definitions; and the summary statistics.
that begin in 1975. We are able to obtain a balanced panel beginning in 1995 through 2013.\textsuperscript{14} We use the first quarter data from each year during this period to construct the balanced panel. A map of the U.S. and all of the 363 MSA’s is in Figure 1, and a list of the 363 MSA’s is in Table 1.\textsuperscript{15}

### 4.2 Spatial Data

We use three measures of spatial proximity. The first is a contiguity or adjacency matrix, a $363 \times 363$ matrix $W$; the second is a $363 \times 363$ matrix of physical distances between metro areas, $D$.\textsuperscript{16} The third, also a $363 \times 363$ time-varying matrix, $\psi_t$, is a set of migration weights defined by using migration data. This migration data was originally collected by the Internal Revenue Service (IRS). We use a compiled version of the IRS data that we obtained from Telestrian.com.

Regarding the contiguity weights, any pair of MSAs that border one another, the value “1” is entered into $W$, otherwise the default value is “0”. $W$ is normalized such that the sum of each row equals one.

For the distance matrix, the U.S. Census Bureau provides centroids (reference points at the center of each polygon) for all of the 363 MSAs. The physical distances, measured in kilometers, between any pair of centroids define the entries in $D$.

\textsuperscript{14} As we detail further below, this conforms to the availability of the migration data, which is based on the US Internal Revenue Service information.

\textsuperscript{15} Note that since we focus on the continental U.S., Figure 1 includes some MSA’s that we did not include in our sample, such as those in Alaska, Hawaii, and Puerto Rico. Also, Figure 1 also shows Micropolitan Statistical Areas, but we restrict our attention to the MSAs due to data consistency and availability over our entire sample period of 1996-2013.

\textsuperscript{16} All spatial distance data are calculated based on 2009 Tiger Line files from the U.S. Census Bureau, which include latitude and longitude for the MSA centroids. We use the Haversine distance formula to calculate the distances between each pair of MSAs. For the contiguity matrix, an ArcGIS script is used to identify whether any polygons (MSA boundary) pairs border one another.
The migration data are annual, covering the period 1996-2011 (16 years). The migration weights that MSA j have on MSA i in a given year are based on the sum of migration inflows and outflows between i and j in that year. Since our annual migration data cover the period 1996-2011, we construct a separate migration weights matrix for each of these years, \( \psi_t \). We then row-normalize this migration weights matrix, and place them into a larger, block diagonal matrix that is dimension (16 times 363) by (16 times 363).

### 4.3 Consumer Price Index Data

The Consumer Price Index (CPI) data are taken from the Bureau of Labor Statistics (BLS). The data are the Urban Consumer CPI for All Items from 1995 to 2013, for each of 4 regions in the U.S. Each MSA is classified into one of these 4 regions, then the appropriate regional CPI is used to deflate its HPI. Using these regional CPI deflators avoids some limitations with the MSA-level CPI data that are noteworthy. First, the BLS only publishes CPI data for 27 metropolitan areas.\(^{17}\) There are only 39 MSAs that fall inside (completely and partially) the boundaries of the 27 metropolitan areas. Therefore only 39 MSAs have a reported CPI, while many of the 39 MSAs also share common CPI. Second, the frequency of the published CPI varies (monthly, bimonthly, and semiannually) for different metropolitan areas. These variations do not necessary coincide with the timing of OFHEO’s HPI, which is reported on a quarterly basis.

Descriptive statistics for the housing price growth and spatial lags of housing price growth are presented in Table 2. The typical MSA experienced year-over-year mean price growth of approximately 0.4% and a twice as large median value. Its

\(^{17}\) See [www.bls.gov](http://www.bls.gov) for the list of the 27 metropolitan areas.
neighbors’ house price growth ranged from an average (mean and median) of between 2% and 3%, depending on the definitions of neighbors. The largest year-over-year increase in an MSA over the years 1996-2013 was 28%, while the largest drop was 45%. This range is somewhat smaller for the neighboring MSA’s maximum and minimum year-over-year price growth.

5. Empirical Results

Table 2 reports summary statistics for the data. The average annual real growth rate of housing prices in MSAs is approximately 0.43%, while the average of the contiguity “neighbor” MSA price growth was 0.37% and the migration weighted MSA price growth rate average was approximately 0.72%.

Tables 3 and 4 report the estimation results for the OLS and Arellano-Bond regressions, respectively. Columns 1, 4, 7, and 10 present estimates that only include time lags of the house price growth rates (“lagged growth”) as explanatory variables. Columns 2, 5, 8, and 11 of Tables 3 and 4 include time lags of the contiguity-based spatial lags (“spatial lag growth”), in addition to the own lagged growth variables. Columns 3, 6, 9, and 12 of Tables 3 and 4 present results for time lags of the migration-based spatial lags (spatial migration growth), in addition to the “lagged growth” and “spatial lagged growth” variables. The first two rows of each of Tables 3 and 4 indicates whether or not the results in each corresponding column of the table were estimated with MSA-level fixed effects (“Yes” if the model included fixed effects, “No” if not); and whether the model is estimated based on the post-2007 sample (indicated by “Yes”) or for the entire sample period (indicated by “No”). The entire sample period covers the years 1996-2013.
(except for the regressions containing spatial lags for migration flows in columns 3, 6, 9, and 12 of Tables 3 and 4, which covers the period 1996-2011, due to data unavailability for 2013).

5.1 Own-Lag Effects: Baseline Results

For our entire sample of 1996-2013, we first report the results of the own-lags regression. We first focus on the results in Table 3, which reports the baseline results from estimating equation (1) with only own-lags effects and MSA fixed effects, for the CPI-deflated housing price growth regression. Column 1 of Table 3 reports the coefficient estimates of the own-lagged model with fixed effects. The coefficients on the first 2 lags are positive, less than 1, and statistically significant. The coefficients on the three-year and four-year lags are negative, less than 1 in absolute value, and statistically significant. The sign of the one-year lag coefficient is consistent with previous literature, suggesting that the first own-lag of house prices has explanatory power in forecasting the next period’s house prices. Since the third, and fourth own-lags are all also highly statistically significant but negative, though smaller in absolute value than the first and second own-lags, once again this may suggest some degree of mean reversion.

We introduce four time lags of the spatially lagged growth rates of all MSAs contiguous to MSA\textsubscript{i} as additional regressors as in equation (2), with fixed effects. The results are reported in column 2 of Table 3. The first three of these lagged spatial lag coefficients are positive, while the second and fourth time lags are statistically significant at all significance levels. We perform a likelihood ratio test between the restricted model (OLS estimates of own-lags without the presence of adjacent spatial regressors) and the
unrestricted models (equation (2)). The LR test statistic is approximately equal to 100, while the χ² statistic (critical value) with 4 degrees of freedom is 9.49. Hence, the LR test strongly rejects the null hypothesis at all levels of statistical significance that spatial dependence is not present in the residuals.

In column 3 of Table 3, we add time lags of spatial lags using migration weights, for the OLS model as in equation (5). Since our migration data covers the years 1996-2011, we estimate equation (5) for this time period. In the OLS case for the time lags of the spatially lagged migration weights in column 3 of Table 3, the second time lag is positive and significant, while the fourth time lag is negative and significant; the other two time lags are insignificant. Column 4 of Table 3 presents the growth rates with fixed effects regression results, for the estimated coefficients of own-time lags. ¹⁸ These results are similar to the results without fixed effects in column 1, in terms of their signs and significance. Column 5 of Table 3 presents the fixed effects results for the model with own-time lags and time lags of the contiguity spatial lags. In contrast to the OLS results in column 2, these results are similar in terms of the signs and significance of the coefficients. Finally, in column 6 of Table 3 we add time lags of spatial lags using migration weights with fixed effects, as in equation (5). The signs and significance of these coefficients are similar to the OLS version of this model in column 3 of Table 3.

A number of remarks are in order. First, spatial effects from growth rates of housing prices in neighboring MSAs are clearly present. Second, in general, lagged house

¹⁸ We also estimate models where we add time lags of inverse distance weights spatial lags, as in equation (3). Once again, all four of the own-price lags are statistically significant. But in this version of the model, all of the contiguity neighbor spatial lags, and all of the inverse distance spatial lags with the exception of the second and fourth year lags of the 500 to 1000 km spatial lags, are statistically insignificant (which we attribute to multicollinearity). We do not present these inverse distance results in the paper, however the detailed results are available from the authors upon request.
price growth rates for adjacent MSAs have a comparable degree of explanatory power relative to the own-lags in explaining MSAₗ’s current growth rates. Third, including fixed effects does not substantially affect the estimates.¹⁹ And fourth, the own-lag effects and cross-lag effects could be co-determined. Accordingly, we re-estimate these models with the Arellano-Bond estimator, which accounts for potential endogeneity of the regressors.

Column 1 of Table 4 reports the results using the Arellano-Bond correction, for OLS. The signs for all 4 lag coefficients remain unchanged.²⁰ The 4-period lagged growth rate coefficient is now positive.

Column 2 of Table 4 reports the results including both the own-lags and the time lags of the spatial variables with the Arellano-Bond estimator. Here the first and third year time lags of the own lags are significant, but none of the spatial lags is significant.²¹ In contrast, the Arellano-Bond estimations with fixed effects have similar signs and significance, with the exception of the fourth spatial lag, which is now significant.

The results for equation (3) with the Arellano-Bond estimator are not as good as those obtained with OLS. Specifically, none of the spatial parameter estimates are significant. We examine the correlations between the various inverse distance and contiguity spatial lag variables, and find that there is likely a high degree of multicollinearity that is leading to insignificant parameter estimates. Given the lack of

¹⁹ For completeness, we include the fixed effects estimates in Table 3. Obviously, if the original model is a fixed effects specification with the house price index in levels, these fixed effects would drop out when obtaining the first differences.
²⁰ Although the magnitude of the coefficient on the one-year lag is greater than 1.0, it is not statistically significantly greater than 1.0.
²¹ The one-period lag on both the own-lag and the spatial lag are greater than 1.0 in magnitude, but not statistically significantly greater than 1.0.
significance of most of the parameters when we include inverse distance weighted spatial lags, we omit those results from Table 4.22

Column 3 of Table 4 presents the results for equation (5) estimated by the Arellano-Bond estimator, without fixed effects. All parameter estimates are highly insignificant. While one might anticipate that there can be persistence over time in MSA-to-MSA migration that leads to time series autocorrelation and contributing to the high standard errors (and in turn, low t-statistics), all of these estimates are based on heteroskedasticity and autocorrelation consistent (HAC) standard errors. Thus, it is likely in the full sample that when we include time lags of both types of spatial lags and control for potential endogeneity, there is little evidence of spatial spillovers. One might conjecture, however, that this result does not hold during the period following a “bust”, so we turn our attention to the post-2007 period.

Column 4 of Table 4 estimates the own-lag model with fixed effects for the Arellano-Bond estimator. While the signs are similar to the OLS estimates in column 1, the magnitudes are somewhat larger in column 1 than those in column 4. Column 5 presents the results for the Arellano-Bond fixed-effects estimation where we include own-lags and time lags of spatial contiguity neighbors. In column 5, there is one additional own-lag and one additional spatial lag that is significant, compared with the OLS model in equation 2. Finally, column 6 of Table 4 presents the Arellano-Bond estimation results including fixed effects, and once again, all parameter estimates are highly insignificant.

22 These results are available from the authors upon request.
5.2. Post-2007 Results

Since one might expect the results to differ after the onset of the Great Recession in 2007, we re-estimated the models described above, for the period 2008-2013 (and for equation (5), for the period 2008-2011, because of the unavailability of migration flows data after 2011).

The post-2007 sample OLS estimates of the model with own-time lags, shown in Table 3 column 7, are similar in terms of signs and significance of the parameter estimates for the entire sample OLS estimates in column 1 of Table 3. In the post-2007 sample with own- and contiguity neighbor spatial lags in Table 3, column 8, there are 2 more significant spatial lags, but one fewer significant own-lag, than for the results in the full sample in column 2. In column 9 of Table 3 for the post-2007 sample, there is one additional significant migration spatial lag, and two additional significant contiguity neighbor spatial lag, compared with the results for the full sample in column 3 of Table 3. When we incorporate fixed effects for the post-2007 sample, the results for the model with only own-time lags in column 10 is similar to the results without fixed effects for the entire sample in column 1; the fixed effects post-2007 model in column 11 of Table 3 with contiguity spatial lags has one more significant contiguity spatial lag than the corresponding model for the full sample in column 2; and there are two more significant contiguity spatial lags and two more significant migration spatial lags in column 12 of Table 3 compared with column 6.

In the Arellano-Bond estimation for the post-2007 sample, the results for the model with only own-time lags in column 7 of Table 4 are similar to the results for the
full sample in column 1 of Table 4. In the model with own-time lags and contiguity neighbor spatial lags for the post-2007 sample, there are two additional significant own-time lags and one additional significant spatial time lag in column 8 of Table 4, compared with column 2 of Table 4. For the time lags of the migration weighted spatial lags estimated with the Arellano-Bond approach in equation (5), shown in column 9 of Table 4, two of the own-price lags are significant, as are the two-, three- and four-period lagged migration weighted price changes (whereas all of the variables are insignificant in the full sample Arellano-Bond estimations in column 3 of Table 4). These larger magnitudes in the post-2007 sample imply contagion may have been more important after the crisis of 2007-08. More importantly, spatial contagion in this post-2007 model is present in the three-period lag of the spatial lag, which is significant and not in the one-, two-, and four-period lags of the spatial lag in column 8 of Table 4, which are insignificant.\footnote{None of the four spatial lags are statistically significant in the full sample, while one of the spatial lags are statistically significant in the post-2007 sample.}

In column 10 of Table 4 for the post-2007 sample in the Arellano-Bond model with fixed effects, there is one additional significant own-time lag compared with the full sample in column 1 of Table 4. In column 11 of Table 4, there are two additional own-time lags and one additional contiguity spatial lag that is significant in this post-2007 Arellano-Bond fixed effects model compared with the full sample Arellano-Bond results without fixed effects in column 3 of Table 4. Virtually all own- and spatial time lags in the post-2007 Arellano-Bond fixed effects model are highly insignificant in column 12 of Table 4, while two of the own-price growth lags are significant, two of the spatial migration growth lags are significant, and all 4 contiguity price growth spatial lags are insignificant. In contrast, for the OLS post-2007 model with fixed effects in column 12 of
Table 3, three out of the 4 own-price lags are significant, while all 4 migration spatial lags are significant, and 2 out of 4 contiguity neighbor spatial lags are significant. These post-2007 OLS fixed effects results in Table 3 are very similar to the post-2007 Arellano-Bond fixed effect results in Table 4.

5.2.1 Structural Breaks after 2007

As an additional diagnostic, we examine models with structural breaks for the post-2007 period while including the entire sample from 1996-2013 in the data set. This allows us to determine whether or not such a model is preferred over our approach in the previous section with the post-2007 data set only. As a robustness check, we re-estimate each of the 3 basic models including a set of structural break interaction terms. These three models are OLS models (with MSA fixed effects and HAC standard errors): one, with own-time lags only; two, with spatial lags of neighbors with own- and neighbor-time lags; and three, spatial lag of neighbors and migration spatial lag, together with own- and neighbor- and migration- time lags). For the most part, the signs and statistical significance of the parameter estimates in each model are not substantially different when we estimate each model with structural breaks compared with its counterpart in the estimations with the post-2007 sample only. A major difference, however, is that in all three of the basic models, the R-squared (as well as the adjusted R-squared) is substantially higher in the post-2007 sample estimation than in the structural breaks.

With the inverse distance weights model in equation (3) for post-2007, only 3 of the time-lagged inverse distance spatial lags are significant, and all of the own time lags are statistically significant. This is a slight improvement over the results for the entire sample, but still somewhat disappointing, likely due to the multicollinearity between the inverse distance-weighted spatial lags. In the version of the model with the Arellano-Bond estimator for post-2007, the one-year and two-year own time lags are the only two statistically significant variables in the model. These detailed coefficient estimates are available from the authors upon request.

While we do not report these results in the Tables, we summarize them in this section. Detailed results for these models are available upon request from the authors.
estimation with the entire sample period. For this reason, we have chosen not to present
detailed tables of the structural breaks estimation results (these results are available from
the authors upon request). We do include some discussion of these results below.

In the version of the model with the own-MSA time lags only, the break dummy
is statistically significant, and the first two lagged coefficients are not substantially
different than they are for the model with no structural breaks. After factoring the
interaction terms for the structural break, the last two lags (years 3 and 4) are significantly
less than they are in the model without the breaks. But the R-squared is lower in the
model with structural breaks (0.578) opposed to the model with the post-2007 data only
(0.689).

In the model with neighbor spatial lags and own- and neighbor- time lags, there
are 3 own-time lags interaction terms that are negative and significant, and there are 2
spatial own-time lags interaction terms that are negative and significant. The pre-2008
coefficients are smaller than they were in the full sample model with no structural break
terms. Once again, the model with the sample post-2007 has a higher R-squared than the
model with the post-2007 interaction terms (0.712 opposed to 0.594).

Finally, we include the structural break interaction terms for neighbor spatial lags,
migration spatial lags, and own-, neighbor-, and migration- time lags. In this variation of
the model, two migration spatial weighted time lagged break variables are positive and
significant, while only one is negative and significant, implying a large effect of
migration on house price growth in the post-2007 period. Once again, the R-squared
value for the sample that includes only post-2007 observations (R-squared=0.7399) is
substantially higher than the R-squared=0.6051 for the model estimated with structural break interaction terms.

5.2.2 Moran I test for Spatial Dependence

We conduct and report here a Moran I test before and after the Great Recession of 2007-2009, in order to examine whether spatial effects are more pronounced following the crisis. We repeat two cross-sectional regressions for equation (1), one of which is for all 363 MSA’s in 2007 and the other is for the same MSA’s in 2012. The Moran I test cannot reject the null hypothesis of no spatial autocorrelation (P-value=0.2800) for the year 2007. But we find the opposite result for the 2012 regression, with a P-value of 0.0012. These Moran I test results confirm our claim that spatial effects are particularly pronounced following the Great Recession of 2007-2009.

5.3 Impulse Response Functions

Here we report the simulations that utilize the estimates discussed in the previous section (based on column 4 of Table 3 for the own-effects, and column 5 of Table 3 for the feedback effects) in order to help us assess the “ripple” effect of a one standard deviation shock to house price growth rates in one area propagate across space, ceteris paribus.26 The first simulation examines how house price growth rates in one area respond to a shock in that same area, or the own-effect. The results from the first simulation will serve as a benchmark against spatial effects, which is the focus of the second simulation. The second simulation looks at how the own-effects interact with the spatial effects. For both simulations, we assume that there are only two

---

26 A referee pointed out that impulse response functions are more commonly used with long time-series data, while here we have a greater number of cross-sectional than longitudinal observations. While we are aware of the fact that our approach stretches the standard practice a bit, we still think it is an interesting diagnostic avenue to pursue.
MSAs, X and Y, and that they are mutually and exclusively adjacent neighbors to one another. The first simulation focuses on the effect that a shock in X has on prices in X. The second simulation focuses on the effect that a shock in X has on Y, and the feedback effects that Y has on X. Finally, we present the total effects – inclusive of the feedbacks and the direct effects – of a shock on X.

5.3.1 Simulation 1: Own-Effect

We compute the impulse response function of house prices in X to an exogenous one standard deviation shock that occurred in X, and follow the effect the shock has on house price growth rates in X over time,

\[ G_{x,t} = B_0 + B_1 G_{x,t-1} + B_2 G_{x,t-2} + B_3 G_{x,t-3} + B_4 G_{x,t-4} + \varepsilon_{x,t}, \]

where \( G_{x,t} \) is the annual house price growth rate of X at period time t, \( B_0 \) to \( B_4 \) are the estimated coefficients of equation (1) taken from column 4 of Table 3, and \( \varepsilon_{x,t} \) is the model’s error term.

Consider an exogenous one standard deviation shock on X at time \( t = 0 \), such that \( G_{x,0} = 0.0615 \), the standard deviation of all house price growth rates from Table 2. We then follow this unit shock and see how it attenuates. The results are reported in Figure 2.

5.3.2 Simulation 2: Effects on Neighboring MSA Y of a One Standard Deviation Shock to MSA X House Prices (with Feedback Effects)
We report the impulse response function of house price growth rates in Y to
an exogenous one standard deviation shock on house price growth rates in X, and
follow the effect of this shock over time. We also follow the effects of this shock on X
over time, that is, we allow for feedback effects between X and Y,

\[ G_{y,t} = \eta_0 + \beta_1 G_{y,t-1} + \beta_2 G_{y,t-2} + \beta_3 G_{y,t-3} + \beta_4 G_{y,t-4} + \lambda_1 G_{x,t-1} + \lambda_2 G_{x,t-2} + \lambda_3 G_{x,t-3} + \lambda_4 G_{x,t-4} + \epsilon_{x,t}, \]

where \( G_{x,t} \) and \( G_{y,t} \) are the annual house price growth rate of X and Y at period time
t, respectively, \( \eta_0, \beta_1 \) to \( \beta_4 \), and \( \lambda_1 \) to \( \lambda_4 \) are the constant, the estimated coefficients of the
own-lags, and the estimated coefficient of the adjacent spatial lags in equation (3), based
on the results in column 5 of Table 3, respectively.

The second simulation begins with an exogenous one standard deviation shock
on house prices in X such that \( G_{y,0} = 0.0615 \). We follow this unit shock and examine
the period \( t = 1 \) effects, that linger to affect house prices in X in the subsequent years.
This simulation also allows for the spillover effect on house prices in X to feedback and
affects house prices in Y. For example, the impulse response function will estimate how
an exogenous unit shock on house prices in Boston in 2000 has spillover effects on
house prices in Providence in 2001, and how the spillover effect lingers and affects
house prices in Providence in 2002 and the subsequent years. Moreover, the spillover
effect from Boston to Providence in 2001 will have a feedback effect on house prices in
Boston in 2002. This feedback effect also lingers and continues to affect house prices in
Boston in 2003, 2004, and so on. In addition, the lingering feedback effect from
Providence to Boston in 2003 will spillover and affect house prices in Providence in
2004. Both the feedback and spillover effects will continue to interact in the same
manner as the previous year, but the effects will greatly attenuate since the coefficients $\beta_1$ through $\beta_4$ and $\lambda_1$ to $\lambda_4$ are all smaller than 1, and will ultimately disappear. The results of this experiment are reported in Figure 2.

Figure 2 pictures the changes in the annual house price growth rate of $X$, $G_{x,t}$, across time for both simulations. It also pictures the spillover effects on $Y$ of the shock to $X$. The first simulation reveals that a one standard deviation (approximately 6.15%) exogenous shock in $X$ has positive but attenuated impacts on the house price growth rate in $X$ for the first three years and the growth rate becomes negative in the fourth year. The house price growth rate in $X$ hits a trough in the sixth year at about -2% before it begins to recover to around 1% and finally levels out after approximately 9 years.

The second simulation focuses only on spatial effects, that is, how an exogenous, one standard deviation shock on house prices in area $X$ affects house prices in $Y$. To have a more complete understanding of how house prices interact across space, this simulation allows for feedback effects – in both directions – between house prices in $X$ and $Y$. It is noteworthy that the positive spatial effect in time period 1 is lower than the own-effect of the same period, which is calculated in the first simulation. The impact of the unit shock also attenuates slower than those in the first simulation; the growth rate of house prices in $X$ becomes negative between the fifth and the sixth year. The growth rate hits the trough at -0.75 percent during the seventh year, before it recovers and moves towards the growth rate of the MSA $X$ house prices. We also simulate the effects (including feedbacks) of this shock on MSA $X$ in Figure 2. Finally, we graph the total effect of a shock in $X$. That is, it reflects the sum of the direct effect in
MSA X and the effect in MSA Y, where we allow for feedback effects between the two adjacent MSAs.

It is important to note that we have simplified these simulations by treating the reference MSAs, X and Y, as mutually and exclusively adjacent neighbors. In reality, there are many MSAs that have more than one neighbor, and thus the results from our simulations are merely indicative. Nonetheless, the simulations help us conceptualize how spatial effects have significant and lasting effects over time in house prices.

6. Conclusions

We argue that studying house price dynamics at the MSA level can be more informative than those at higher levels of aggregation, such as the national and the Census region levels. This is, in part, because at the higher levels of aggregation the regional own-lag effects obscure the own-lag effects and spatial effects of MSAs within the respective US Census division.

Using panel data from 363 MSAs across the U.S. from 1996 to 2013, we establish that there is a notable spatial diffusion pattern in inter-MSAs house prices. Specifically, information on lagged price changes in neighboring (i.e., contiguous) MSAs, in addition to an MSA’s own time-lagged price changes, helps explain current house price changes. Consideration of migration flows can also be a driver for spatial interdependence in housing prices across MSAs. Such spatial attenuation is intuitively appealing, but has not been documented in earlier research. We use our estimation results to obtain a variety of diagnostics including impulse response functions for the house price dynamics.
Overall, we find that spatial effects play a significant role in explaining house prices even after controlling for own-lag effects. These spatial effects are particularly pronounced when considering the post-2007 sample period. In other words, our results imply greater spatial contagion following the Great Recession of 2007-09.

Our finding of very significant spatial effects underscores the need to incorporate the spatial dimension into existing house price dynamic equilibrium models, such as Glaeser and Gyourko (2006). The spatial threshold effects in spatial house price interactions that we identify suggest that policy makers and economic agents must take into account spatial attenuation and interactions when making economic decisions. For instance, it may be important to consider the spatial diffusion pattern in inter-MSA house prices when formulating business development policies. The impact of such a policy in some areas may spillover into the housing markets of neighboring areas, an intuitively appealing notion.

Our results on the richness of the dynamics in house prices are relevant in assessing arguments about housing price bubbles. Robert Shiller writing in the New York Times on “How a Bubble Stayed under the Radar” (Shiller, 2008) argues that the fundamental problem in verifying the existence of a housing market bubble is that

“[the] information obtained by any individual — even one as well-placed as the chairman of the Federal Reserve — is bound to be incomplete. If people could somehow hold a national town meeting and share their independent information, they would have the opportunity to see the full weight of the evidence. Any individual errors would be averaged out, and the participants would collectively reach the correct decision.”

Shiller goes on to state that

“Of course, such a national town meeting is impossible. Each person makes decisions individually, sequentially, and reveals his decisions through actions — in this case, by entering the housing market and bidding up home prices” [ibid.]
Our paper provides some evidence on Shiller’s argument. Specifically, information from neighboring areas is very important. Naturally, overreactions are smaller when people can share information, even if the combined information is still incomplete.
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Figure 1 – Metropolitan Statistical Areas of the U.S., 2009 definitions (Source: U.S. Census Bureau)
Figure 2

Impulse Response Functions of House Prices to a 1 Standard Deviation (6.15%) Price Shock in MSA X

Source: Authors’ Own Calculation
<table>
<thead>
<tr>
<th>City/Region</th>
<th>State/Province</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danville</td>
<td>VA</td>
</tr>
<tr>
<td>Akron, OH</td>
<td>OH</td>
</tr>
<tr>
<td>Albany, NY</td>
<td>NY</td>
</tr>
<tr>
<td>Albuquerque, NM</td>
<td>NM</td>
</tr>
<tr>
<td>Alexandria, VA</td>
<td>VA</td>
</tr>
<tr>
<td>Alexandria-Rocklin, CA, CA-NV</td>
<td>CA-NV</td>
</tr>
<tr>
<td>Anchorage, AK</td>
<td>AK</td>
</tr>
<tr>
<td>Ames, IA</td>
<td>IA</td>
</tr>
<tr>
<td>Anderson, IN</td>
<td>IN</td>
</tr>
<tr>
<td>Ann Arbor, MI</td>
<td>MI</td>
</tr>
<tr>
<td>Appleton, WI</td>
<td>WI</td>
</tr>
<tr>
<td>Arvada, CO</td>
<td>CO</td>
</tr>
<tr>
<td>Atlantic City-Atlantic County, NJ, NJ</td>
<td>NJ</td>
</tr>
<tr>
<td>Augusta-Richmond, GA, GA-SC</td>
<td>GA-SC</td>
</tr>
<tr>
<td>Augusta-Richmond, ME, ME</td>
<td>ME</td>
</tr>
<tr>
<td>Baker, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Baltimore-Columbia-Towson, MD</td>
<td>MD</td>
</tr>
<tr>
<td>Bangor, ME</td>
<td>ME</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>ND</td>
</tr>
<tr>
<td>Birmingham, AL</td>
<td>AL</td>
</tr>
<tr>
<td>Blackfoot, ID</td>
<td>ID</td>
</tr>
<tr>
<td>Bloomington, IN</td>
<td>IN</td>
</tr>
<tr>
<td>Bloomington-Normal, IL</td>
<td>IL</td>
</tr>
<tr>
<td>Bloomington-Richmond-Henry, VA</td>
<td>VA</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Bradenton-Sarasota, FL</td>
<td>FL</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>ND</td>
</tr>
<tr>
<td>Bismarck, SD</td>
<td>SD</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Bradenton-Sarasota, FL</td>
<td>FL</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>ND</td>
</tr>
<tr>
<td>Bismarck, SD</td>
<td>SD</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Bradenton-Sarasota, FL</td>
<td>FL</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>ND</td>
</tr>
<tr>
<td>Bismarck, SD</td>
<td>SD</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Bradenton-Sarasota, FL</td>
<td>FL</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>ND</td>
</tr>
<tr>
<td>Bismarck, SD</td>
<td>SD</td>
</tr>
<tr>
<td>Bakersfield, CA</td>
<td>CA</td>
</tr>
<tr>
<td>Bradenton-Sarasota, FL</td>
<td>FL</td>
</tr>
</tbody>
</table>
# Table 2 - Descriptive Statistics, 363 U.S. Metropolitan Statistical Areas, Annual Growth Rates

<table>
<thead>
<tr>
<th></th>
<th>Real House Price Growth</th>
<th>Neighbor (contiguity weights)</th>
<th>Neighbor (Migration Weights)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>0.0043</td>
<td>0.0037</td>
<td>0.0072</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>0.0087</td>
<td>0.0029</td>
<td>0.0179</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>0.2847</td>
<td>0.2781</td>
<td>0.2079</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>-0.4586</td>
<td>-0.4586</td>
<td>-0.1739</td>
</tr>
<tr>
<td><strong>Std. Dev.</strong></td>
<td>0.0615</td>
<td>0.0497</td>
<td>0.0443</td>
</tr>
<tr>
<td><strong>Skewness</strong></td>
<td>-0.5448</td>
<td>-0.4651</td>
<td>-0.6685</td>
</tr>
<tr>
<td><strong>Kurtosis</strong></td>
<td>8.1719</td>
<td>8.0560</td>
<td>3.7618</td>
</tr>
<tr>
<td><strong>Jarque-Bera</strong></td>
<td>7605.4184</td>
<td>7195.1214</td>
<td>572.9798</td>
</tr>
<tr>
<td><strong>Probability</strong></td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>28.1163</td>
<td>24.0774</td>
<td>42.0466</td>
</tr>
<tr>
<td><strong>Sum Sq. Dev.</strong></td>
<td>24.7439</td>
<td>16.1550</td>
<td>11.3989</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>6534</td>
<td>6534</td>
<td>5808</td>
</tr>
</tbody>
</table>
### Table 3 - 1996-2013, OLS estimates (regressions using migration data cover the years 1996-2011)

Dependent Variable: House Price Index Growth between year $t$ and $t-1$, for MSA $i$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Post-2007 sample?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>constant</td>
<td>0.0038</td>
<td>0.0046</td>
<td>0.0061</td>
<td>0.0013</td>
<td>0.0014</td>
<td>0.0023</td>
<td>-0.0219</td>
<td>-0.0239</td>
<td>-0.0212</td>
<td>-0.0092</td>
<td>-0.1027</td>
<td>-0.1109</td>
</tr>
<tr>
<td>Lagged Growth (t-1)</td>
<td>3.4879</td>
<td>4.3707</td>
<td>6.0110</td>
<td>0.0679</td>
<td>0.1411</td>
<td>0.2254</td>
<td>-11.6479</td>
<td>-13.4886</td>
<td>-12.9309</td>
<td>-6.8274</td>
<td>-7.0855</td>
<td>-8.0289</td>
</tr>
<tr>
<td>Lagged Growth (t-3)</td>
<td>3.5566</td>
<td>3.0593</td>
<td>2.1310</td>
<td>3.4508</td>
<td>7.4371</td>
<td>5.1947</td>
<td>2.7476</td>
<td>0.7173</td>
<td>-0.9276</td>
<td>7.4445</td>
<td>2.3037</td>
<td>-2.4031</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-1)</td>
<td>-0.2708</td>
<td>-0.2784</td>
<td>-0.2776</td>
<td>-0.2712</td>
<td>-0.2799</td>
<td>-0.2798</td>
<td>-0.3070</td>
<td>-0.2313</td>
<td>-0.1602</td>
<td>-0.2240</td>
<td>-0.1695</td>
<td>-0.0999</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-3)</td>
<td>-0.1003</td>
<td>0.0768</td>
<td>-0.0449</td>
<td>-0.1108</td>
<td>-0.0879</td>
<td>-0.0570</td>
<td>-0.1336</td>
<td>-0.1460</td>
<td>-0.1587</td>
<td>-0.2892</td>
<td>-0.3282</td>
<td>-0.3916</td>
</tr>
<tr>
<td>Spatial Migration Growth (t-1)</td>
<td>0.0082</td>
<td>-0.0049</td>
<td>0.0138</td>
<td>-0.0018</td>
<td>-0.2425</td>
<td>-0.1211</td>
<td>-0.0921</td>
<td>-0.1983</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Migration Growth (t-2)</td>
<td>0.3770</td>
<td>-0.1961</td>
<td>0.8030</td>
<td>-0.0810</td>
<td>-7.7079</td>
<td>-3.9729</td>
<td>-3.2241</td>
<td>-5.7566</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Migration Growth (t-3)</td>
<td>2.7036</td>
<td>-0.4862</td>
<td>3.7260</td>
<td>-0.6399</td>
<td>7.0226</td>
<td>1.6401</td>
<td>10.9748</td>
<td>1.2349</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Migration Growth (t-4)</td>
<td>1.2952</td>
<td>0.8429</td>
<td>1.7232</td>
<td>0.7882</td>
<td>-3.7028</td>
<td>0.9791</td>
<td>-4.2561</td>
<td>1.2286</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Migration Growth (t-5)</td>
<td>-0.1341</td>
<td>0.0096</td>
<td>-0.1318</td>
<td>0.0118</td>
<td>-0.0493</td>
<td>-0.0586</td>
<td>0.0156</td>
<td>-0.0747</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial Migration Growth (t-6)</td>
<td>-5.4314</td>
<td>0.3651</td>
<td>-6.7540</td>
<td>0.4464</td>
<td>-1.8794</td>
<td>-2.1875</td>
<td>0.6868</td>
<td>-2.6416</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.4975</td>
<td>0.5044</td>
<td>0.5148</td>
<td>0.5027</td>
<td>0.5099</td>
<td>0.5205</td>
<td>0.5160</td>
<td>0.5426</td>
<td>0.5586</td>
<td>0.6893</td>
<td>0.7115</td>
<td>0.7399</td>
</tr>
</tbody>
</table>

*Numbers in bold italics are t-statistics; all standard errors are HAC consistent*
Table 4 - 1996-2013, Arellano-Bond Estimation (regressions using migration data cover the years 1996-2011)
Dependent Variable: House Price Index Growth between year t and t-1, for MSA i

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Post-2007 sample?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Constant</td>
<td>0.0002</td>
<td>0.0030</td>
<td>0.0290</td>
<td>-0.0015</td>
<td>0.0049</td>
<td>0.0215</td>
<td>0.0087</td>
<td>0.0004</td>
<td>-0.0029</td>
<td>0.0991</td>
<td>0.0678</td>
<td>0.0417</td>
</tr>
<tr>
<td>Lagged Growth (t-1)</td>
<td>0.0706</td>
<td>0.7645</td>
<td>0.3694</td>
<td>-0.0362</td>
<td>0.0705</td>
<td>0.1530</td>
<td>0.9541</td>
<td>0.0644</td>
<td>-0.4297</td>
<td>1.2442</td>
<td>0.9246</td>
<td>0.6974</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-1)</td>
<td>2.5980</td>
<td>4.7649</td>
<td>16.9758</td>
<td>2.5766</td>
<td>3.9537</td>
<td>7.9512</td>
<td>1.8243</td>
<td>-1.5373</td>
<td>1.4168</td>
<td>2.3640</td>
<td>1.9901</td>
<td>1.7368</td>
</tr>
<tr>
<td>Spatial Migration Growth (t-1)</td>
<td>3.1737</td>
<td>1.5845</td>
<td>0.3229</td>
<td>3.5235</td>
<td>2.2607</td>
<td>0.8757</td>
<td>5.0538</td>
<td>-5.6363</td>
<td>5.2540</td>
<td>3.3191</td>
<td>2.9915</td>
<td>3.0643</td>
</tr>
<tr>
<td>Spatial Migration Growth (t-2)</td>
<td>-1.2409</td>
<td>-2.7375</td>
<td>-11.1459</td>
<td>-1.2219</td>
<td>-2.1540</td>
<td>-4.8760</td>
<td>-0.6470</td>
<td>0.5790</td>
<td>-0.6114</td>
<td>-0.7392</td>
<td>-0.6839</td>
<td>-0.6978</td>
</tr>
<tr>
<td>Spatial Migration Growth (t-3)</td>
<td>-2.0603</td>
<td>-1.3034</td>
<td>-0.3076</td>
<td>-2.2688</td>
<td>-1.7709</td>
<td>-0.7869</td>
<td>-2.8910</td>
<td>3.1559</td>
<td>-3.2741</td>
<td>-2.5095</td>
<td>-2.6135</td>
<td>-3.1427</td>
</tr>
<tr>
<td>Spatial Migration Growth (t-4)</td>
<td>-4.4231</td>
<td>-2.7177</td>
<td>-0.5000</td>
<td>-4.7545</td>
<td>-3.4086</td>
<td>-1.4269</td>
<td>-6.6315</td>
<td>-3.8213</td>
<td>-0.8676</td>
<td>-5.6964</td>
<td>-4.0185</td>
<td>-0.8133</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-2)</td>
<td>0.4784</td>
<td>0.9798</td>
<td>3.9734</td>
<td>0.4761</td>
<td>0.8036</td>
<td>1.8163</td>
<td>0.3116</td>
<td>0.1496</td>
<td>0.0369</td>
<td>0.5062</td>
<td>0.3042</td>
<td>0.1411</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-3)</td>
<td>1.8554</td>
<td>1.2640</td>
<td>0.3074</td>
<td>2.0069</td>
<td>1.6840</td>
<td>0.7812</td>
<td>2.8343</td>
<td>1.9570</td>
<td>0.5461</td>
<td>2.1299</td>
<td>1.4375</td>
<td>0.8056</td>
</tr>
<tr>
<td>Spatial Lag Growth (t-4)</td>
<td>-2.9138</td>
<td>-0.2449</td>
<td>-2.1175</td>
<td>-0.3542</td>
<td>-1.6999</td>
<td>-0.2753</td>
<td>-0.6053</td>
<td>-0.4156</td>
<td>-0.7780</td>
<td>-0.3896</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.2376</td>
<td>-0.0617</td>
<td>-1.6699</td>
<td>-0.2753</td>
<td>-0.6053</td>
<td>-0.4156</td>
<td>-0.7780</td>
<td>-0.3896</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0804</td>
<td>0.1022</td>
<td>1.4961</td>
<td>0.2133</td>
<td>0.3570</td>
<td>0.0484</td>
<td>0.4458</td>
<td>0.0886</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2836</td>
<td>0.0344</td>
<td>1.7556</td>
<td>0.2292</td>
<td>1.9821</td>
<td>0.2514</td>
<td>1.7943</td>
<td>0.3040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.1196</td>
<td>0.4683</td>
<td>-0.0997</td>
<td>0.2038</td>
<td>-0.3668</td>
<td>0.0573</td>
<td>-0.3884</td>
<td>0.0765</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.7921</td>
<td>0.2837</td>
<td>-0.8953</td>
<td>0.5945</td>
<td>-5.1805</td>
<td>1.0260</td>
<td>-4.3886</td>
<td>1.1907</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.7466</td>
<td>-0.5192</td>
<td>-0.6039</td>
<td>-0.2626</td>
<td>0.0997</td>
<td>-0.0712</td>
<td>-0.0051</td>
<td>-0.1339</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.4773</td>
<td>-0.3355</td>
<td>-2.0787</td>
<td>-0.6742</td>
<td>1.0291</td>
<td>-0.7795</td>
<td>-0.0251</td>
<td>-0.5407</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3.9306</td>
<td>-3.7966</td>
<td>-2.7181</td>
<td>-0.2723</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2900</td>
<td>-0.7021</td>
<td>-1.2430</td>
<td>-0.7370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.4819</td>
<td>-1.0708</td>
<td>-0.7133</td>
<td>-0.7857</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2926</td>
<td>-0.6995</td>
<td>-4.2043</td>
<td>-3.0033</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.4366</td>
<td>-0.7917</td>
<td>0.1918</td>
<td>0.1909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.3507</td>
<td>-0.9822</td>
<td>2.3847</td>
<td>1.8521</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J-statistic</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*Numbers in bold italics are t-statistics; all standard errors are HAC consistent*